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Abstract

Adaptive optics correction of the ocular aberrations enables in vivo high

resolution imaging of the retina in humans. The cone photoreceptor mo-

saic is routinely imaged. In front of the photoreceptors, the inner retina

is a thick layer of transparent cells waiting to be imaged. The resolution

is adequate, but the contrast needs to be enhanced. This thesis describes

a series of experiments aimed at advancing phase imaging of the retina.

After a description of the retina and a review of retinal imaging,

the possibilities of using a phase sensitive techniques is discussed. The

current imaging techniques use the light directly reflected by the in-

ner retina. In this work, the light back-scattered from the outer retina

(photoreceptors and retinal pigment epithelium cells) and transmitted

through the inner retina is used. By illuminating the outer retina with a

point-like illumination, all the phase imaging techniques based on spatial

filtering can be used to image the inner retina.

This illumination geometry is used with the phase contrast method

of Zernike to obtain images of glass objects. Phase contrast images are

obtained using light reflected from a diffuser in a geometry similar to

the eye. Some contrast enhancement is obtained when imaging a rat

retina, ex vivo.

A fundus camera with adaptive optics is built to image the human

retina. The light distribution in the outer retina for a focal illumination

is studied in detail. It is found that this distribution follows a Lorentzian

function with a width (half width at half maximum) at least 3.7 times

the expected width for a diffraction limited eye. This light distribution

is not suitable for phase imaging using spatial filtering.
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Preface

In vivo images of the human retina play a central role in the study of

the retinal diseases and in their diagnosis. These images suffer from

two main limitations. The first is a low resolution due to the ocular

aberrations and the limited aperture of the eye. The second is a lack of

contrast due to the transparent nature of a large part of the retina.

With the development of the adaptive optics technique for the eye,

the resolution has been greatly increased. After correction of the ocular

aberrations, it is possible to image the cone photoreceptor mosaic [1].

The resolution in these images is sufficient to resolve the majority of

retinal cells. For the transparent cells, however, the second limitation

remains. In this work, I study the possibility of using the phase of light

as a mechanism to bring some contrast from the transparent cells of

the retina. I am not the first to study this possibility. In 1997, Thall

patented the use of the phase contrast method of Zernike to image the

retina [2]. The illumination geometry he describes is not suitable for

this task. I propose another illumination geometry [3].

Out of all the transparent cells of the retina, the greatest interest

might be in imaging the ganglion cells. These cells are the ones affected

in glaucoma [4], the second leading cause of blindness in the world [5].

At present, their loss is observed indirectly through the measure of visual

function, the observation of the shape of the optic disc, and the thickness

of the nerve fibre layer. Images of the ganglion cells could provide a

direct mean to monitor the progression of this disease and its reaction

to different medications.

In this thesis, I refer as much as I can to the original papers. In

addition to these references, Actchison and Smith published an excel-

lent compilation of information on the eye optics [6] and Porter et al.
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published the first book on adaptive optics for vision science [7].
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Symbols

and abbreviations

Roman symbols

A amplitude

a pupil radius

anm expansion coefficient

b radius of the phase-shifting area of the phase plate

C constant

c velocity of light in vacuum, c = 3×108 m/s

d physical distance

f focal length, or a function

H pupil function

h point-spread function

I intensity

i complex number i =
√
−1

Jn Bessel function of the first kind, order n

j polynomial ordering number

k wave number, 2π/λ

k0 wave number in vacuum, k/n

L fractional power (laser safety)

l optical path length

lc coherence length

M transverse magnification

m azimuthal frequency of the circle polynomials and

modulation of a phase object, rad

n refractive index and

polynomial radial order
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O object

O′ image

P point in space

Q point in space

q grating diffraction order

Rm
n radial polynomials

r radial coordinate

rmin radius of the first zero of the Airy pattern

r vector coordinate of a point in space (x, y, z)

T time period

T transmittance

t time

∆t characteristic time

U complex amplitude of a wave function

u image spatial frequency, 1/x, and

normalised axial coordinate in optical unit, o.u.

V wave function

V interference fringe visibility or contrast

v velocity of light in a homogeneous medium, v = c/n,

image spatial frequency, 1/y, and

normalised transverse coordinate in optical unit, o.u.

W wavefront aberration

w image spatial frequency (radial), 1/r, and

half width at half maximum of a point-spread function

x Cartesian coordinate in the object/image plane

y Cartesian coordinate in the object/image plane

Zm
n circle polynomials of Zernike

z Cartesian coordinate along the optical axis

Greek symbols

α angular substance (laser safety), rad

αmin minimum angular substance (laser safety), rad

Γ mutual coherence function

γ complex degree of coherence

δ unit area impulse

δij Kronecker delta

η Cartesian coordinate in the exit pupil and
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diffraction efficiency

λ wavelength of light

µs scattering coefficient, mm−1

ν temporal frequency

∆ν spectral width

θ coordinate of the azimuthal angle

Φ maximum permissible power (laser safety)

φ phase

τ time difference

τc coherence time

ρ radial coordinate in the exit pupil

σ source

ξ Cartesian coordinate in the exit pupil

ω angular frequency, ω = 2πν

Other symbols

�̃ Fourier transform of �

�̄ mean value of �

Abbreviations

AO adaptive optics

CCD charge coupled device

DM deformable mirror

FM frequency modulation

HWHM half width at half maximum

ILM inner limiting membrane

MPE maximum permissible exposure

MTF modulation transfer function

NUIG National University of Ireland, Galway

OCT optical coherence tomography

OTF optical transfer function

PP phase plate

PSF point-spread function

RMS root mean square

RPE retinal pigment epithelium

SLO scanning laser ophthalmoscope
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1

Imaging the retina

This chapter is about imaging and the retina. On imaging, the two

important notions of resolution and contrast are introduced. Both res-

olution and contrast are needed for imaging. The object to be imaged

is the retina. A description of its anatomy is followed by a review of its

known optical properties. With this background information, the devel-

opment of retinal imaging is reviewed starting from its first accidental

step to its current rapid developments. The importance of resolution

and contrast is highlighted.

1.1 Resolution and contrast

The complete process of image formation can be separated in three steps:

1. The generation of a light wave emanating from the object using

an illumination system—except for self-luminous objects;

2. The conjugation of the object plane with the image plane using an

optical system;

3. The detection of the light wave.

The image is the detected light intensity, which reveals spatial variations,

i.e., features, related to the object. These features may be discussed in

term of their intensity and their dimension.

The contrast is a measure of the difference in intensity between two

image points, e.g., one on a feature and the other on the background.

Here, the contrast is defined according to Michelson criterion for the
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Fig. 1.1. Normalised intensity profile I/I0 passing through the
image of two point sources separated by the resolution criterion
of Rayleigh for a circular aperture (3.833 o.u.). I0 is the intensity
at the centre of the diffraction pattern of a single point source
and v is the normalised distance in the image plane.

visibility of interference fringes [8].

V =

∣

∣

∣

∣

I2 − I1
I2 + I1

∣

∣

∣

∣

, (1.1)

where I1 and I2 are the measured intensities.

The resolution limit of an imaging process is the minimum separation

needed to detect the presence of two objects. This limit can be measured,

but in general it is not. Instead, the resolution limit is calculated from

a model of the optical system. As stressed by Ronchi [9], the calculated

resolution limit is different from the measured resolution limit.

Lord Rayleigh was the first to introduce a criterion of resolution

[8, 10]. He proposed that two point sources of equal brightness viewed

through an aberration-free optical system should be considered resolved

if the maximum of the diffraction pattern for one source falls on the first

minimum of the diffraction pattern for the second source (see Fig. 1.1).

Rayleigh assumed that the light from both sources does not interfere
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and that the image is visually observed. The plot in Fig 1.1 shows the

normalised intensity profile I/I0 in the image of two point sources of

equal intensity separated by Rayleigh’s criterion for a circular aperture,

3.833 optical unit (o.u.)∗ I0 is the intensity at the centre of the diffraction

pattern of a point source. The central dip is 0.735 I0. The contrast

between a maximum and the central dip is 15%. For a square aperture,

the dip is 0.811 I0 and the contrast is 10.5%.

By its simplicity, the criterion of Rayleigh became the reference by

which imaging processes—and other resolution criteria—are compared.

In practice, it is an ideal rarely equalled, due to unfavourable viewing

conditions or to the presence of aberrations [9]. On another hand, when

Rayleigh’s assumptions are not met, the measured resolution might sur-

passes this criterion. Today, in most imaging processes, the eye of the

observer has been replaced by an electronic detector. The resolution

limit has been studied for different super-resolution techniques and it

was found to be limited by the noise level of the detected signal [11].

The minimum contrast necessary to detect an image features also

depends on the noise level. Through modelling, it is possible to compute

the expected contrast and determine the signal to noise ratio. Both

resolution and contrast are needed for the visibility of fine details in an

image and both are limited by the noise level of the detected intensity.

1.2 The retina

In this work, the retina is the object of interest. It is a tissue that covers

the inner side of the eyeball. The optics of the eye forms an image on

the retina, whose function is to detect, process, and transmit the visual

information to higher visual centres of the brain. The retina is in contact

with the vitreous humour and with the choroid. A cross-section of the

retina is shown in Fig. 1.2. The width of this image corresponds to a

visual angle of 35◦. The arrows show the location of the optic nerve

(left) and of a pit in the retina (right). This pit is called fovea centralis

or fovea and it is the centre of detailed vision. This image was obtained

using optical coherence tomography (OCT), a technique discussed in

Section 1.6.

∗optical unit, v = 2π ax

λz
, with a the radius of the aperture, x the physical distance

in the image plane, λ the wavelength, and z the propagation distance [8]
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Fig. 1.2. Cross-section of the retina obtained by optical coher-
ence tomography. The top black area is the vitreous humour.
The retina extends from the vitreous humour to the retinal pig-
ment epithelium layer, the brightest layer. The arrow on the left
indicates the position of the optic nerve. The arrow on the right
points at the foveola located at the centre of the foveal pit. The
scale bars represent a length of 300 µm. Reprinted from Považay
et al. [12].

Anatomy

A cross-section of a stained human retina imaged by light microscopy

is shown in Fig. 1.3. The retina is limited internally by the inner lim-

iting membrane (ILM) and externally by the Bruch’s membrane. It

is arranged in successive layers of cell bodies—also called somas or

perikarya—and of cell processes (dendrites and axons). The legend of

Fig. 1.3 names the different layers. The cellular composition of the reti-

nal layers may be found in the literature [13–17]. Shortly, the somas of

the ganglion cells are in the ganglion cell layer, the somas of the photore-

ceptors are in the outer nuclear layer, and the somas of the other types

of neural cells, i.e., the bipolar cells, horizontal cells, amacrine cells, are

in the inner nuclear layer. The retina has different types of glial cells.

The somas of these cells are mostly located in the ganglion cell layer and

the inner nuclear layer [13]. The Müller cells are glial cells omnipresent

in the retina. Their feet form the inner limiting membrane (ILM) and

their processes span the entire section of the retina. Behind the pho-

toreceptor layer, there is a single layer of cells called retinal pigment

epithelium (RPE).

At the centre of the fovea, the foveola, the thickness of the retina

is about 130 µm [13]. From the foveola, the thickness increases with

distance and reaches 400µm at about 1.25mm [17], a distance corre-

sponding to an eccentricity of 4◦. The thickness of the retina shown in

Fig. 1.3 is about 400 µm. In OCT images, the thickness of the retina

at the foveola appears to be thicker than 130 µm (see Fig. 1.2). The
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Fig. 1.3. Cross-section of a stained human retina imaged by
light microscopy; ILM, inner limiting membrane; NFL, nerve fi-
bre layer; GCL, ganglion cell layer; IPL, inner plexiform layer;
INL, inner nuclear layer; OPL, outer plexiform layer; NF, fibre
layer; ONL, outer nuclear layer; IS, photoreceptor inner segment;
OS, photoreceptor outer segment; RPE, retinal pigment epithe-
lium; BM, Bruch’s membrane; CC, chorio-capillaries. From the
outer edge of the RPE to the ILM, the retina is 400 µm thick.
Reproduced from [17].
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foveola is the area of maximum visual acuity. There, the ocular aberra-

tions are minimum [18], the density of the cone photoreceptors is maxi-

mum [19], and the spatial summation of the neural process is minimum,

i.e., the number of bipolar and ganglion cells per photoreceptor is the

highest [15, 20]. The shape of the retina, the foveal pit and foveal rim,

is due to the lateral displacement, away from the foveola, of the cells of

the inner nuclear layer and the ganglion cells. At larger eccentricities,

the cell density in the retina decreases, the somas of the ganglion cells

form a single row, the inner nuclear layer is thinner than in Fig. 1.3, and

the photoreceptor nerve fibre is absent (Henle’s fibres).

Optical properties

It is said that the retina is transparent to light, turning hazy after death

[13]. Of course this is a qualitative description of the visual appearance of

the retina. To be more precise, there is a low amount of light absorption

and of light scatter in the retinal tissue between the ILM and the outer

nuclear layer. From now on, I will call this part of the retina the inner

retina. In contrast, light is strongly absorbed and scattered by the outer

retina, the photoreceptor segments and the retinal pigment epithelium

(RPE) cells.

Absorption. Absorption is due to the presence of pigments. In the

inner retina, there are at least three known pigments.

• The hæmoglobin contained in the red blood cells which are con-

fined to the retinal vascular network.

• The macular pigments, which are found everywhere in the retina,

but their concentration is high only within a radius of a few degrees

around the foveola. In that area, a yellow spot called macula lutea

or macula is visible [13,16].

• The melanopsin, a pigment found in a class of ganglion cell respon-

sible for the synchronisation of the circadian rhythm [21]. These

ganglion cells are sparsely distributed in the ganglion cell layer, and

therefore, this pigment plays no significant role in retinal imaging.

In contrast to the inner retina, the outer retina is very pigmented.

Rhodopsin and photopsin, the visual pigments, are located in the pho-

toreceptor outer segments. The cells of the RPE contain melanin and
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lipofuscin pigments. The retina ends here, but part of the light is trans-

mitted through the RPE and reaches the choroid, which contains hæ-

moglobin and a variable amount of melanin [22,23].

Scattering. Scattering is due to rapid changes in refractive index. In

cells, the refractive index mainly depends on the concentration of pro-

teins (n ≈ 1.50) [24,25]. These proteins are found in high concentration

in the different membranes of the cell and of its constituents. In the

nuclear layers, there are only a few membranes per unit of volume and

the scattering is low. In the layers of cell processes, the proportion of

membrane by unit of volume is large and scattering is more important.

Vos and Bouman [26] determined subjectively the proportion of reti-

nal scatter to the total entoptic scatter—the total amount of scatter

observed by the subject within the subject’s own eye. These authors

found that retinal scatter accounts for 12 to 40% of the total entoptic

scatter. Zeimer et al. [27] measured the thickness of the retina from the

lateral spacing between the light reflected by the inner limiting mem-

brane (ILM) and by the photoreceptor layer measured in retinal images

obtained with a large separation between the input (illumination) and

output (observation) pupils. Between these two reflections, the retinal

back scattering is visible. The retinal back scatter is measured by the

optical coherence tomography (OCT) technique [28].

Compared to the inner retina, the outer retina, the choroid, and the

sclera are more efficient scatterers. Hammer et al. [29] used the double-

integrating-sphere technique to obtain the optical properties of bovine

tissues. At a wavelength of 550 nm, the scattering coefficient µs—which

is the inverse of the mean optical path length between two scattering

events in an homogeneous tissue without absorption—is 30mm−1 for the

retina; 120mm−1 for the RPE; 60mm−1 for the choroid, and; 80mm−1

for the sclera.

Guiding. Some structures of the retina act as light guide. The pho-

toreceptor segments exhibit waveguide modes transmission [30]. These

segments behave like optical fibres, which radiating pattern can ex-

plain both the psychophysical Stiles–Crawford effect [31] and the optical

Stiles–Crawford effect (see for example [32,33]). Recently, Franze et al.

have shown that Müller cells guide the light [34]. Whether this property

has a function for vision remains to be explored.
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1.3 Observing the fundus oculi

The bottom of the eye, as seen through the pupil, is called the fundus

oculi, or fundus. In 1704, Méry reported an accidental observation of

the fundus of the eye of a living cat [35,36]. In 1823, Purkyně observed

the fundus of the eye of a human subject [37]. His work was apparently

not known to Helmholtz, who developed the first instrument to visualise

the fundus in 1850.

Helmholtz realised that in order to observe an illuminated region of

the fundus, he had to place his eye on the axis defined by the subject’s

pupil and the light source [38]. By using a beam splitter, he was able to

place his eye on that axis without obstructing the illumination light. He

used a concave lens close to his eye to obtain a clear image of the fundus

of the subject’s eye on his retina. The ophthalmoscope was born.

This instrument was further developed to include, following Gull-

strand’s review [38, Volume 1, Appendix 1],

• an indirect mode of observation achieved using a convex lens that

forms an intermediate image, which is observed through a second

convex lens (indirect ophthalmoscope),

• a reflex-free illumination obtained by separating the light path of

the illumination from the light path of the observation through the

optics of the eye, and

• a mean of recording the image obtained using an electric lamp and

a sensible photographic plate (fundus camera).

Gullstrand is credited with the invention of the slit lamp microscope

[39, 40]. This instrument consists in a slit-shaped illumination and in a

long working binocular microscope [41]. It was developed to image the

anterior segment of the eye. A positive lens of about 90 dioptres can be

held in front of the eye to achieve an optical arrangement similar to the

indirect ophthalmoscope, but with a binocular observation [40]. This

use of the slit lamp microscope provides a reflex-free stereoscopic view

of the fundus.

1.4 The fundal image

The images of the fundus formed by the ophthalmoscope, the fundus

camera, and the slit lamp microscope reveals—wavelength dependent—

8



Fig. 1.4. Red-free image of the fundus of the author’s right eye
showing part of a circular field of 45◦. The dark area at the
centre is the macula. The white disc at the right hand side is the
optic nerve through which retinal vessels enter and exit the eye
(dark lines). In the white circle, the vasculature of the choroid
is partially visible. In the white square, the light scatter from
the nerve fibre layer is visible (low contrast). Specular reflections
from the inner limiting membrane are visible at the centre of
retinal vessels, e.g., on the artery pointed by the black arrow.

spatial variations of intensity due to local differences in the absorption

and the scattering properties of the tissue. As an example of fundal

images that are acquired with these three instruments, I describe the

main features visible in the red-free image shown in Fig. 1.4.

The white disc at the right hand side is the optic nerve. It has a low

absorption and a strong scattering properties. The dark lines expanding

from the optic nerve are called retinal vessels. In fact, the vessels are not

visible. Only the column of red blood cells flowing through each vessel

is visible because the light is strongly absorbed by the hæmoglobin.

The dark spot at the centre is the macula. Compared to the rest of

the fundus, the macula appears darker due to the absorption of the

short waves by the macular pigments. In the white circle, the choroidal
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vasculature is partially visible. In that area, the pigmentation level in

the RPE is low. The white lines at the centre of some retinal vessels

(black arrow) and the diffuse whitish lines running parallel to the retinal

vessels (white square) are the only hints of the presence of the retina.

The first are specular reflections of the inner limiting membrane [42]

and the second are due to the weak scattering of light by the nerve fibre

layer [42].

The appearance of the fundus is changed in most ocular pathologies

or conditions affecting the retina. For example, in retinal detachments,

the retina is easily observed, and in the occurrence of vessel occlusions, in

diabetic retinopathy, in systemic hypertension, in age-related macular

degeneration, and in some others pathologies, changes in the retinal

vasculature are observed [43]. The image of the fundus is often the

most important information available to the clinician. This may explain

the large effort made to maximise the information extracted from these

images.

The contrast of the different features in the fundal image can be

enhanced by spectral filtering [42]. The image in Fig. 1.4 was obtained

using a filter that transmits the short waves (blue and green) and blocks

the long waves (red). The use of such filter enhances the contrast of

the retinal vessels and of the nerve fibre layer. Different contrast mecha-

nism are in use. The fluorescence from dyes delivered into the circulation

is imaged in the fluorescein angiography technique [44]. The autofluo-

rescence of the lipofuscin pigment located in the RPE cells has been

imaged [45]. The polarisation properties of the fundus is used to visu-

alise the brush pattern related to the Henle’s fibres and to enhance the

contrast of the nerve fibre layer [46, 47]. Using a coherent light source,

a map of the blood perfusion can be obtained from the contrast of the

speckle pattern [48].

Other parameters are studied using several images of the fundus. In

spectroscopy, a set of fundal images is acquired using different wave-

length bands. From the measured differences in reflection, the density

of the macular pigments [49, 50] and the oxygen saturation in retinal

veins [51–53] can be obtained. Recently, resonant Raman scattering has

been used to map the density of macular pigments [54]. The time varia-

tion of the fundal reflectance is used to image changes in neural activity

induced by visual stimulation [55–57].

The scope of these lines of research is very impressive, but none of
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them provide a microscopic view of the retinal structures. For such a

view, the magnification of the fundus camera must be increased.

1.5 High-resolution imaging of the retina

The use of a high transverse magnification generally does not reveal more

details in the fundal image than the details visible in Fig. 1.4. Instead,

the small features are blurred by the combined effect of light diffraction

and of the ocular aberrations. For a pupil with a diameter smaller than

2mm, the optical quality of most eyes is limited by diffraction [58]. For

large apertures, the effect of aberrations is important and varies between

individuals [59].

Using the theory of linear system and assuming shift invariance,

the relative transmission of the object’s spatial frequencies through an

optical system is given by the modulation transfer function (MTF) [60].

A radial section of the MTF of three hypothetical eyes is plotted in

Fig. 1.5, for an incoherent light with a centre wavelength of 633 nm.

1. The continuous line is the MTF of a diffraction limited eye with a

pupil diameter of 3mm.

2. The long-dashed line is the MTF of a diffraction limited eye with

a pupil diameter of 6mm.

3. The short-dashed line is the MTF of an aberrated eye with a pupil

diameter of 6mm. This eye has the same MTF than the average

of the MTF measured in a population of 200 eyes [61].

The observation pupil of a commercial fundus camera has a diameter of

approximately 3mm. For most subject, the images obtained with these

instruments is close to the diffraction limit (first hypothetical eye). To

increase the magnification and avoid the so-called empty-magnification,

the pupil diameter is increased. For a perfect eye with a diameter of

6mm (second hypothetical eye), the cut-off frequency is doubled com-

pared with the first eye. A real eye with a diameter of 6mm suffers from

aberrations that lower the MTF (third hypothetical eye). For this eye,

the high spatial frequencies—the frequencies above 83 cycle/deg—are

partly transmitted, and therefore, some contrast from these frequencies

is expected in the image.
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Fig. 1.5. Plot of the modulation transfer function (MTF) at a
wavelength of 633 nm for three hypothetical eyes; continuous line,
diffraction limited eye with a 3-mm diameter pupil; long-dashed
line, diffraction limited eye with a 6-mm diameter pupil; short-
dashed line, aberrated eye with a 6-mm diameter pupil obtained
from the average of the MTF measured in a population of 200
eyes [61].

Miller et al. [62] imaged the ocular fundus using a large pupil di-

ameter (5–6mm) and with corrected defocus and astigmatism. These

authors obtained images of the cone photoreceptor mosaic as close to the

foveola as 0.5◦ of eccentricity, where the separation between the cones

was found to be 3.5µm. The mosaic was visible in the images of two

subjects out of six. For all subjects except one, the quasi-periodic cone

spacing was obtained from the radius of a ring structure—the Yellot’s

ring [63, 64]—in the average power spectrum of the image. The nor-

malised power of this ring was 10−4, which corresponds to a contrast of

2% for the cone mosaic in the retinal images. In one subject, the cone

spacing was measured directly from the image. This work showed that

it is possible to image the cone photoreceptor mosaic with low contrast

using a large pupil diameter. However, to obtain high contrast images

of the retina in the whole population, the aberrations of the eye, beyond

defocus and astigmatism, must be corrected.
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Adaptive optics

The astronomers have always been confronted with the unpredictable

aberrations caused by the random variations of density of air masses in

the atmosphere. To minimise the effect of the atmosphere, large tele-

scopes are built high in the mountains. Nevertheless, the astronomical

images are still limited by the aberrations induced by the atmosphere.

Babcock was the first to propose the use of an active system to mea-

sure and to correct the atmospheric aberrations [65]. His idea led to the

adaptive optics (AO) technique, which is implemented in many large

ground-based telescopes [66–68].

An adaptive optics system consists of three elements; a wavefront

sensor, which measures the aberrations; a control system, which converts

the aberration data into commands for the last element; a wavefront

corrector, which locally retards or advances the wavefront to correct

the aberrations. Arranged in a closed-loop configuration, the adaptive

optics system continuously minimises the measured aberrations.

After the pioneering work of Dreher et al. [69], the first complete

adaptive optics system developed to correct the ocular aberrations was

realised by Liang et al. in 1997 [1]. These authors used a Hartmann–

Shack wavefront sensor—described in Chapter 2—and a membrane de-

formable mirror (DM). The loop consisted in a wavefront measurement

(mean of 6 frames with an acquisition time of 4 seconds) and in the

application of 10% of the needed correction (low gain). This loop was

repeated 10 to 20 times until the root mean square (RMS) of the wave-

front aberration was minimum and stable. Figure 1.6 shows the images

of the cone photoreceptor mosaic obtained (a.) without and (b.) with

adaptive optics. After adaptive optics correction of the ocular aberra-

tions, the contrast of the cone photoreceptor mosaic is greatly enhanced.

Using the same setup as Liang et al., Roorda and Williams obtained

the arrangement of the three classes of cone photoreceptors by selective

bleaching of the photopigments [70].

With the development of fast wavefront sensor, the response time

of the close-loop system was greatly reduced, enabling a partial correc-

tion of the time-varying aberrations [71–73]. The cone photoreceptor

mosaic images obtained with these systems provided evidences that: for

two types of colour blindness, the arrangement of cones in the mosaic

is differently affected [74]; the reflectance of individual cones varies in a
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Fig. 1.6. Images of the cone photoreceptor mosaic obtained at
an eccentricity of 0.8◦ from the foveola of a normal eye, (a.) with-
out (b.) with adaptive optics. For (a.), the defocus and astig-
matism were corrected. The images are square with a side of
20 arcmin. Reproduced from [1].

seemingly random fashion [75, 76]. These variations were found to de-

pend on the coherence of the incident light and may be the result of an

interference between the light reflected at different interfaces within the

cone segments [77]. The amount of reflectance variations is increased

after visual stimulation of the photoreceptors [77]. Recently, images of

rod photoreceptors in the eye of two rod monochromat—absence of cone

function—have been reported [78]. It should be mentioned, that besides

imaging, the fast wavefront sensors are used to study the dynamic of the

ocular aberrations [79–82].

Adaptive optics enables retinal imaging with unprecedented resolu-

tion and allows the visualisation of individual cells of the outer retina.

In front of the photoreceptor cells in Fig. 1.6, however, the numerous

cells of the inner retina are not visible. A technique having some depth

resolution is needed to obtain an image of the inner part of the retina.

1.6 Depth-resolved imaging of the retina

By observing the fundus from two laterally displaced positions within

the subject’s pupil, our binocular vision is restored, and with it, the

perception of depth. The binocular ophthalmoscope reveals the shape of

the optic disc: an excavation in glaucoma; a protrusion in a papillœdema

[83]. The depth information is recorded by taking two photographs of the

fundus from two different positions within the pupil. These photographs
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are viewed stereoscopically [41,83].

The thickness of the retina was measured using a similar optical

geometry by Zeimer et al. [27, 84]. The retina was illuminated by a

scanning slit using a small pupil on one side of the dilated pupil of the

subject. Images of the fundus are recorded using a small pupil on the

other side of the subject’s pupil. In the fundal image, the light reflected

by the inner limiting membrane is laterally shifted compared to the light

returning from the deeper layers. This lateral displacement is a measure

of the thickness of the retina.

Scanning laser ophthalmoscope

The scanning laser ophthalmoscope (SLO) was introduced by Webb et

al. [85]. This instrument builds an image sequentially using a spot of

laser light scanned in a raster across the fundus. The light returning from

the eye is detected by a point photodetector. The time-varying electric

signal is recorded or is fed into a standard analog TV for display.

The contrast obtained from a scanning system is enhanced by using a

pinhole conjugated with the point illumination [86]. The pinhole blocks

the light contribution from out-of-focus planes and provides depth dis-

crimination. Webb et al. described the first confocal SLO and the effect

of different pinhole apertures on the fundal image [87].

Clinicians have access to several commercial confocal SLO instru-

ments to obtain a wide-field fundal image (Optos, United Kingdom),

to measure the topography of the optic nerve head and for fluorescein

angiography (Heidelberg Engineering, Germany), and to measure the

thickness of the nerve fibre layer (GDx, Carl Zeiss, Germany). This last

system measures the retardation induced by the form birefringence of

the nerve fibre layer from the state of polarisation of the light [88, 89].

Another image modality, which was available commercially, is the map-

ping of the blood circulation [90] measured using the Doppler effect [91].

The resolution limit, the contrast, and the sectioning capability of

the confocal SLO are improved by correcting the ocular aberrations.

Using an adaptive optics system, Roorda et al. obtained confocal SLO

images of the nerve fibre layer, the blood capillary network, the cone

photoreceptors [92,93], the leukocytes [94], the lamina cribrosa [95], and

the retinal pigment epithelial cells [96]. Chui et al. measured the density

of cone photoreceptors from impressive photo montages covering a field

of 10–12◦ [97] and Sung et al. presented images of cellular structures
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within the nerve fibre layer [98]. These structures are believed to be the

end-feet of astrocytes on small blood vessels.

Optical coherence tomography

In parallel to the development of the confocal SLO, optical coherence

tomography (OCT) was developed [28]. OCT is based on optical low

coherence reflectometry, a technique introduced in 1987 to measure back

reflection from an optical fibre using a Michelson’s interferometer and a

broadband source [99]. The position of the defects and the strength of

the associated reflections are measured from the optical path length of

the reference arm of the interferometer and from the amplitude modu-

lation of the signal.

The first OCT images of a living human retina were obtained in

1993 [100,101]. Following these pioneering works, OCT was and is still

rapidly developing. Using a source with a large spectrum, Drexler et

al. obtained a depth resolution of 3µm in the retina [102]. The ac-

quisition time was reduced by analysing the OCT signal in the Fourier

domain [103] using a diffraction grating—and avoiding the longitudinal

scan of the reference mirror. The first Fourier domain OCT images of

the fundus were acquired in 2002 [104]. To increase the lateral reso-

lution, an adaptive optics system is used [105–108]. The OCT images

obtained after adaptive optics correction of the aberrations have a higher

signal to noise ratio than the images obtained without AO correction.

These systems produce images of the cone photoreceptor mosaic and of

the retinal microvasculature. The resolution volume of these systems is

smaller than the dimension of the retinal cells. However, as shown in

Fig. 1.7 and discussed by Zhang et al., the speckle noise obstructs the

details of the retinal cellular structures [106].

The latest development in adaptive optics OCT include the use of

• two correcting mirrors for better correction of the ocular aberra-

tions [109,110],

• an achromatising lens to correct the longitudinal chromatic aber-

ration [110,111], and

• faster detectors to enable multiple scan averaging [110].

With these systems, details of the segments of the cone photoreceptors

are visible. In the inner retina, the nerve fibre bundles and structures
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RPE

Fig. 1.7. 100-µm wide retinal cross-section imaged with an
adaptive optics OCT system with a resolution of 3×3×5.7µm3.
The focus is at the inner limiting membrane (ILM). RPE is the
retinal pigment epithelium. Reproduced from [106].

in the ganglion cell layer are visible (see Fig. 1.8).

1.7 Contrast mechanisms

The high-resolution and the depth-resolved images discussed thus far are

based on amplitude contrast. These images reveal spatial variations of

absorption, scattering, and reflectance of the fundus. Another contrast

mechanism currently in use is fluorescence.

The lipofuscin pigment located in the retinal pigment epithelium

(RPE) cells naturally fluoresces. This autofluorescence signal is weak,

but by adding 1000 to 1700 co-registered frames, the mosaic of the RPE

cells was imaged in monkeys by Gray et al. [112] and in humans by Mor-

gan et al. [113], using an adaptive optics confocal SLO. To my knowl-

edge, in vivo measurements of the autofluorescence from other retinal

cells have not been reported.

In animals, fluorescent markers are used to label specific cells. Images

of the soma of different cell types have been obtained in mice [114],

rats [115–117], and monkeys [112,117]. Using an adaptive optics confocal

SLO, the soma and processes of microgial cells were imaged in mice [118]

and the soma, the dendrites, and the axon of ganglion cells were imaged
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Fig. 1.8. Cross-section and en-face adaptive optics OCT images
(3×3×6µm3 resolution) of: Top, the nerve fibre layer (NFL);
Bottom, the ganglion cell layer (GCL). The arrows mark the es-
timated focus position and the white line the depth position of
the en-face view. The scale bar is 100µm at the retina. Repro-
duced from [109].

in two macaca mulatta monkeys [119]. An image of the ganglion cells of

a monkey is shown in Fig. 1.9. This image confirms that the resolution

of current adaptive optics based retinal imaging system is sufficient to

resolve fine details of the structures of retinal cells. Fluorescence imaging

has two interesting properties. It forms images with a contrast specific

to the labelled objects and it is incoherent, i.e., it does not suffer from

speckle noise. Fluorescence imaging has a great inconvenience. The

fluorescence dyes used in animals are toxic and their use in humans is

prohibited. The largest progress that can happens for in situ imaging of

the human retina—and medical imaging in general—is the development

of non-toxic fluorescent dyes. Indeed it is difficult to think of a technique

with better properties than the ones fluorescence has.

In the mean time, it is necessary to explore the feasibility of using

different contrast mechanisms. The phase contrast is routinely used in

microscopy to image transparent objects. For the eye, the use of the

differential interference contrast [120] and of the phase contrast method

of Zernike [2] have been patented. So far, however, there is no published

image of human retinas obtained in vivo and in situ using these tech-

niques. In the seventies, holograms of cat eyes have been recorded [121].

The resolution available was too low for cellular imaging. OCT is an
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Fig. 1.9. Images of the labelled ganglion cells, their dendrites,
and axons, obtained from the retina of a monkey. The scale bar
represents 50µm at the retina, about 10 arcmin. Reproduced
from [119].

interferometric technique, but the phase of the interferometric signal

has not been used in retinal imaging. Similarly, the OCT implementa-

tion of the differential phase contrast [122] has not been used for retinal

imaging.

In this thesis, I study the possibility of using the phase information

of light to image the retina. In Chapter 2, I describe the phase and the

techniques used to measure it. In Chapter 3, discuss the application of

these phase sensitive techniques to in situ retina imaging. To my knowl-

edge, there is only one similar project, the work of Dubra on differential

interference contrast∗.

∗Personal communication.
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2

The phase

Phase measurement permeates modern science

Nugent et al. [123].

This quotation reveals the great importance of the phase in mod-

ern science. At the same time, though, it is rather ambiguous. What

do we mean by the phase (of light)? Is there such a thing as phase

measurement? Or what do we mean by phase sensitive techniques? In

their very good review, these authors [123] discuss what is meant by the

phase. Similarly, in this chapter I wish to explain precisely what I mean

by the phase of a light wave and what we can really measure. I con-

tinue with a description of the existing phase sensitive techniques. This

chapter ends with a detailed description of the phase contrast method

of Zernike, which will be adapted for retinal imaging in Chapter 3.

2.1 Monochromatic light

To define the phase, I first have to introduce the time-harmonic wave, or

as it is called in optics, the monochromatic wave. A time-harmonic wave

is a perturbation with a constant maximum value A called the amplitude

and a sinusoidal wave profile. A one-dimensional time-harmonic wave

V (z, t) propagating with speed v along the axis z can be represented by

V (z, t) = A cos
[

ω
(

t− z

v

)

+ C
]

. (2.1)

The argument of the cosine term ω
(

t− z
v

)

+C is the phase of the wave

V (z, t). The phase is a linear function of time t and of position z. It has
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Fig. 2.1. Wavefront of a wave emitted from a point source. Re-
drawn from Hecht [124].

an angular frequency ω (rad/s) and it takes the value C at t = 0 and

z = 0. At a fixed position z = constant, the wave V (z, t) oscillates with

a temporal frequency ν with ω = 2πν (Hz). At a fixed time t = constant,

the wave V (z, t) repeats itself at position z separated by a wavelength

λ = 2π/k, with the propagation number k = ω/v (rad/m).

A scalar optical wave propagating through space has an amplitude

and a phase that depends on position. Such a wave may be represented

by

V (r, t) = A(r) cos [ωt− φ(r)] , (2.2)

where r(x, y, z) is a vector position of a point P in space and φ(r) is a

real function of position. The wave function V (r, t) must obey the wave

equation [60]. Therefore the function φ(r) cannot be arbitrarily defined

through space. Now, the time dependence of V (r, t) can be factored by

writing the wave as the real part of a complex wave function

V (r, t) = Re {U(r) exp(−iωt)} , (2.3)

where

U(r) = A(r) exp [iφ(r)] . (2.4)

U(r) is called the complex amplitude of V (r, t). The function φ(r) repre-

sents the spatial dependence of the phase of V (r, t) and we can visualise

it by tracing surfaces of constant phases called wavefronts. As an exam-

ple, the wavefronts of a spherical wave, each separated by 2π, are shown

in Fig. 2.1.

In the absence of diffraction, the wave propagates along a direction

perpendicular to the wavefront. This is the basis of geometrical optics.

In this case, φ(r) along the direction of propagation z is given by φ(z) =

kz+C, which is the basic equation that relates the phase of the complex

amplitude to the physical distance z. This equation can be rewritten

in a form where the effect of the medium is separated from the wave

property k. As the wave velocity v = c/n with c the velocity of light in

21



vacuum and n the refractive index of the medium, we can introduce the

propagation number in vacuum k0 = ω/c. Now φ(z) is

φ(z) = k0nz + C, (2.5)

where the product nz is called the optical path length l.

2.2 Phase objects

We have seen how the phase of a light wave is related to the optical

path length. Now we define a phase object as an object that affects

primarily the phase of the light wave being transmitted through it or

reflected from it. When the amplitude of the wave is unaffected, phase

objects are transparent. These objects are frequently met in biology, e.g.,

single cells, and in optical metrology, e.g., surface figure, and in other

subjects. Figure 2.2 illustrates the effect of refractive index and physical

distance on the wavefronts, neglecting the effect of diffraction. In each

case, the object is split in two parts A and B between which the optical

path length is different. At the top of Fig. 2.2, the wave is transmitted

through an object with two different refractive indexes n1 and n2. In

the middle, the wave is transmitted through an object with difference

of thickness. At the bottom left, the wave is incident on a surface with

different heights, and at the bottom right, the corresponding reflected

wavefront is shown.

For the transmitted wavefronts, the optical path length difference

between part A and part B is

lA − lB = (n1 − n2) d, (2.6)

where d is the physical length over which part A differs from part B.
For the reflected wavefront, the optical path length difference between

part A and part B is

lA − lB = 2d, (2.7)

for normal incidence. In both cases, the phase difference is given by

φA − φB = k0 (lA − lB) . (2.8)

Note that the phase at the origin, the constant C in Equation 2.1, is

lost by taking the difference in optical path length.
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Fig. 2.2. Shape of the wavefront after interaction with a phase
object, ignoring diffraction effects. Each object consists of two
parts A and B with; top, different refractive indexes; middle,
different thicknesses; bottom, different heights. The arrow in-
dicates the direction of wave propagation and d indicates the
physical distance over which the optical path length in part A is
different from the optical path length in part B.
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Fig. 2.3. Time-course of two quasi-monochromatic waves with
Lorentzian power spectrum with ∆ν/ν̄ ratio of 0.01 (top) and
0.10 (bottom) taken at full width at half maximum.

2.3 The coherence of quasi-monochromatic light

The phase of a monochromatic wave is linearly related to the propagated

distance. This relation is fully deterministic and the wave is said to be

coherent. However, the nature of light is random [125]. The amplitude

and the phase of light fluctuate in time. An example of two light waves

with random fluctuation of amplitude and phase is shown in Fig. 2.3.

In this section I will qualitatively describe how these fluctuations affect

the outcome of experiments.

Representation of a randomly fluctuating wave

The temporal power spectrum of a fluctuating wave has a region over

which its components are significant. The width of this region is called

the spectral width ∆ν. When the spectral width is much smaller than

the mean temporal frequency ν̄, ∆ν/ν̄ ≪ 1, the wave is called quasi-

monochromatic. The time-varying wave may be written in a form similar

to Equation 2.3 [8]

V (r, t) = Re {U(r, t) exp(−iω̄t)} , (2.9)

where ω̄ is the mean angular frequency. The complex amplitude U(r, t)

is a time-varying random process, with a characteristic time ∆t ≈ 1/∆ν.

For time periods shorter than ∆t, the probability that the complex am-

plitude remains essentially constant is high. Whereas, for time periods

longer than ∆t, this probability is low. A quasi-monochromatic wave

has a complex amplitude U(r, t) that varies slowly compared to the pe-

riod of the wave 1/ν̄. U(r, t) can be interpreted as the envelope of the

wave.

The waves in Fig. 2.3 have been generated from a sum of 20 mono-

chromatic waves with amplitude and frequency following a Lorentzian
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power spectrum∗ and with random phase. The wave on top has a ∆ν/ν̄

ratio of 0.01 and the wave at the bottom a ratio of 0.10 taken at full

width at half maximum.

Statistical properties of the wave

The knowledge of two statistical properties of the wave is sufficient to ex-

plain the results of most experiments. These properties are the intensity

and the complex degree of coherence.

The instantaneous intensity of a wave is the random process defined

by I(r, t) = |V (r, t)|2. Assuming stationarity, its expected value is the

time average

I(r) = lim
T→∞

1

T

∫ T

2

−T

2

U(r, t)U∗(r, t) dt, (2.10)

where the sign ∗ denotes the complex conjugate. The average intensity

I(r) is the quantity approximated by a light detector. The measured

signal—the intensity—is the time average of I(r, t) given by Equation

2.10, but taken over a finite time period T equals to the detector integra-

tion time. In general, this period is much longer than the characteristic

time, T ≫ ∆t, and the measured intensity is a good approximation of

I(r).

The complex degree of coherence γ(P1, t1, P2, t2) is a measure of the

correlation between the variations of the wave at a point P1 and time t1

and the variations at a second point P2 and time t2. Assuming station-

arity and using τ = t2 − t1, the complex degree of coherence is defined

by

γ(P1, P2, τ) =
Γ(P1, P2, τ)

√

Γ(P1, P1, 0)
√

Γ(P2, P2, 0)
, (2.11)

where Γ(P1, P2, τ) is the mutual coherence function

Γ(P1, P2, τ) = lim
T→∞

1

T

∫ T

2

−T

2

U(P1, t+ τ)U∗(P2, t) dt. (2.12)

The absolute value of the complex degree of coherence is bounded to

1, |γ(P1, P2, τ)| ≤ 1 [125], and it represents the coefficient of correla-

tion between U(P1, t1) and U(P2, t2). The argument of the complex

∗A power spectrum with a Lorentzian shape follows L(ν) = C w

w2+(ν−ν0)2
, where

C is a constant, w is the half width at half maximum, and ν0 is the central temporal
frequency. For the example given, ∆ν = 2w.
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Fig. 2.4. Illustration of the spatial degree of coherence of a wave
from a point source (left) and from an extended source (right).
lc is the coherence length.

degree of coherence is the average phase difference between U(P1, t1)

and U(P2, t2).

The temporal degree of coherence of the wave is obtained from the

complex degree of coherence γ(P1, P1, τ) by varying τ . When τ ≪ ∆t,

|γ(P1, P1, τ)| is large and the wave is said to have a large degree of

coherence. When τ is sufficiently large, |γ(P1, P1, τ)| is small and the

wave is said to have a low degree of coherence. The transition between

these two extreme conditions depends on the shape of the average power

spectrum of the wave. To be more specific, Γ(P1, P1, τ) and the average

power spectrum of the wave form a Fourier transform pair [8]. By a

suitable definition of the width of γ(P1, P1, τ), we obtain a coherence

time τc and the corresponding coherence length lc = cτc.

The spatial degree of coherence of the wave surrounding a point P1

is obtained from γ(P1, P2, τ) with a fixed τ , generally τ = 0, and a

variable P2. For a point source, see Fig. 2.4 (left), the spatial degree

of coherence is directly related to the temporal degree of coherence of

the wave. When the difference between the optical path length s1 from

the source σ to the point P1 and the optical path length s2 from σ

to the point P2 is smaller than the coherence length lc, s2 − s1 ≪ lc,

the spatial degree of coherence is high. As seen in Fig. 2.4 (left), the

spatial degree of coherence is constant over a spherical surface centred

on the point source σ. For an extended source, the spatial degree of

coherence depends on the temporal degree of coherence and on the angle

subtended by the source at the object. Let the source be composed of

a large number of uncorrelated point sources. In Fig. 2.4 (right), the

zone of high spatial coherence surrounding the point P1 for the wave of

two point sources, one from the top edge of the extended source and the
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Fig. 2.5. Interference experiment with quasi-monochromatic
light from an extended source σ. Redrawn from Born and Wolf
[8].

other from the bottom edge, are drawn. These two zones overlap only

for a small area surrounding P1. In this area, all the waves from the

different point sources have a large degree of coherence, and therefore,

the resultant wave also has a large degree of coherence. At a point P2

located at a greater distance from P1, only a few individual waves have

a large degree of coherence, and the resultant wave has a low degree of

coherence.

The result of this qualitative discussion is that surrounding a point

P , there is a volume of space within which the wave from an extended

source is highly correlated. Over that volume, the wave may be modelled

as a monochromatic wave and it is considered to be coherent.

Interference

When two, or more, components of a wave add, the resulting complex

amplitude is the sum of the individual amplitudes. In the experimental

setup shown in Fig. 2.5, the light from an extended source σ illuminates

a first screen with two pinholes, one at P1 and the other at P2. The

light transmitted by each pinhole propagates to the second screen where

their complex amplitudes add. The average intensity of the wave at Q

can be written as [8]

I(Q) = I1(Q) + I2(Q) + 2
√

I1(Q)
√

I2(Q)Re {γ(P1, P2, τ)} , (2.13)

where I1(Q) and I2(Q) are the intensity at Q from the light that passed

through the pinhole at P1 and at P2, respectively. Where, the complex

degree of coherence is taken between the point P1 and P2 with a time

delay τ = (s2− s1)/c, a delay equals to the difference in time it takes to

the wave to propagate from each pinhole to Q.
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Fig. 2.6. Interference fringes from the experimental setup shown
in Fig. 2.5. At the centre, the Equation 2.14 holds. At the edge,
both the total intensity and the fringe visibility decrease. This is
due to intensity variations from the light from both pinhole and
a decrease in the complex degree of coherence for a large time
delay τ . Vertical bands of high intensity are zones of constant
phase differences. Reprinted from Hecht [124].

The spatial variations of the average intensity of the wave on the

second screen can be found by varying the point Q. Provided that the

pinhole apertures and their separation are sufficiently small compared

to the distance between the two screens, the intensity distribution dues

to each pinhole on the screen is approximately constant. The two terms

I1(Q) and I2(Q) form a uniform background intensity. The third term

depends on the complex degree of coherence, which is a function of

τ . For a quasi-monochromatic wave, the absolute value of γ(P1, P2, τ)

varies slowly with τ and may be considered constant [8]. The argument

of γ(P1, P2, τ), however, varies linearly with τ . Therefore, the third

term of the Equation 2.13 adds a sinusoidal intensity modulation on a

constant background.

When |γ(P1, P2, τ)| > 0, different zones of high intensity separated by

zones of low intensity can be observed on the screen, see Fig. 2.6. These

zones are called fringes and their visibility V, as defined by Michelson,

is

V =
Imax − Imin

Imax + Imin
=

2
√

I1(Q)
√

I2(Q)

I1(Q) + I2(Q)
|γ(P1, P2, τ)| . (2.14)

The fringes represent the wrapped phase of the wave. There is an average

phase shift of π between a point Q located on a maximum intensity and

all the points located at the nearest minimum zone. The next maximum

has an average phase difference of 2π. To conclude, the fringes obtained

from the addition of two correlated wave components reveal the optical

path length difference between the path of these components. When the

two components are not correlated, the fringes are not visible and the

phase information cannot be retrieved.
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Dispersion

An additional comment should be made on the optical path length for

a quasi-monochromatic light. As the refractive index of a medium is a

function of the temporal frequency ν of the wave, the optical path length

depends on the temporal frequency as l(ν) = n(ν)d. This dependence

gives rise to the phenomenon of dispersion. Here we will assume that

∆ν is small and that n is constant over the temporal spectrum of the

source.

2.4 Phase sensitive techniques

To measure the absolute phase of a wave, the waveform has to be prop-

erly sampled. The measurement duration must be much shorter than

the wave period 1/ν, about 10−15 s at visible frequencies. Although the

wave property of light was first discussed about 300 years ago, it is only

in the last 5 years that the electric field of a light wave has been directly

measured. Goulielmakis et al. used bursts of electrons lasting for 1/10 of

the period of the light wave to probe its electric field. The electrons are

accelerated by the electric field and their momentum reveals the field

strength [126]. We can answer one of the questions from the beginning

of this chapter. Yes, phase measurement is possible, but up to now, it

is the exception rather than the norm.

Instead, the energy of the light wave is commonly converted into

heat or into electric charges using photo-sensitive detectors [127]. This

transduction process is slow compared to the period of the wave and

the absolute phase is lost. As discussed in Section 2.3, the detected

signal, the intensity, is the time average of the complex amplitude of

the wave. When the wave has a high degree of coherence, the intensity

shows spatial variations linked to the average phase difference between

the different wave component that add at the detector sensitive surface.

The term phase in phase-sensitive techniques generally refers to these

average phase differences, or through the Equation 2.13 to differences in

optical path length.

All the phase-sensitive techniques used in practice are based on the

coherent addition of wave components. As Nugent et al. [123] wrote,

these techniques are numerous and they have found many applications

in modern science. Assuming that the wave has a high degree of co-

herence, I now discuss different phase-sensitive techniques classified in
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three categories: interferometry, propagation, and imaging.

Interferometry

In this category, I discuss the techniques that resolve interference fringes.

These fringes result from the addition of two waves or from the addition

of a multitude of waves. The fringe maximum intensity is obtained when

the optical path length of all the waves are the same or separated by a

multiple of the wavelength λ.

When a single frame is available, the phase of the wave is obtained

from the position of centre lines corresponding to the maximum intensity

of each fringe. The spatial sampling of the wave depends on the number

of fringes present across the field of interest. When a series of frames

is obtained, each frame with a different reference phase, the phase of

the wave is retrieved at each sampling point from the modulation of

intensity between the frames. This technique is called phase-shifting

interferometry [128].

The mechanical vibration and the air turbulence can induce time

varying changes of the interference pattern. The problem is reduced if

the different beams follow approximately the same optical path, such

as in common-path interferometers. However, the interpretation of the

measured phase is less straight forward than with separated-path inter-

ferometers because all the beams interact with the object.

Interferometric techniques are well suited for stable setups, with low

level of unwanted light, and for phase varying slowly with respect to the

fringe width. These conditions are generally met in the field of optical

shop testing [128].

Propagation

In this category, the mixing of the wave components is obtained by

propagation. According to the Huygens–Fresnel principle [8], the wave-

front after propagation is found by the coherent addition of many ficti-

tious point sources located on the previously known wavefront, all with

a phase shifted by −π/2. The resulting light distribution—the diffrac-

tion pattern— shows ringing features reminiscent of interference fringes,

when the degree of coherence is high. The relation between the diffrac-

tion pattern and the optical path length variations is not straightforward

due to the multiplicity of wave components and the continuous differ-
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ence in optical path lengths. Here, a few methods to obtain the phase

of a wave from its diffraction pattern are discussed.

Irradiance transport equation. Over a very short distance of prop-

agation, Teague has shown that the gradient of the phase in a plane per-

pendicular to the direction of propagation is proportional to the inten-

sity gradient along the direction of propagation, the so-called irradiance

transport equation [129, 130]. By measuring the variations of intensity

between two planes separated by a short distance, it is possible to re-

construct the phase. This method was used in x-ray imaging [131]. The

curvature sensor introduced by Roddier was discussed in terms of the

irradiance transport equation [132,133].

Phase retrieval algorithms. Over a large propagating distance,

there is no simple relationship between the measured intensity distri-

bution and the phase of the wave. In most optical system a stop de-

fines an aperture through which light is propagated; This is the exit

pupil. Therefore, it is possible to limit the number of possible phase

distributions in the image plane by requiring that the amplitude of the

back-propagated wave is zero outside the exit pupil [134]. This inverse

problem is not guaranteed to have a unique solution [135,136].

Gerchberg and Saxton introduced an iterative algorithm to retrieve

the phase using pupil constraints and image constraints [137]. This

algorithm starts with a random phase and the square root of the mea-

sured intensity distribution in the image. The wave is propagated to

the exit pupil. The amplitude outside the aperture is set to zero. The

resulting wave is propagated to the image plane, where the amplitude is

replaced with the square root of the measured intensity. This procedure

is repeated iteratively until the algorithm converges to a stable solution.

Many variations of this algorithm have been studied [136,138].

Hartmann–Shack wavefront sensor [68, 139]. A simple relation

between intensity measurement after a large propagating distance and

the phase is obtained by spatial sampling of the wave. The Hartmann–

Shack sensor samples a collimated wave using an array of lenses. Each

lens forms an image of the source, a spot, on its back-focal plane. As

illustrated in Fig. 2.7, a wavefront with a local slope l/a incident on a
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Fig. 2.7. Principle of the Hartmann–Shack wavefront sensor. A
wavefront with a tilt angle given by l/a produces a light distri-
bution displaced by ∆x from the optical axis after a propagation
distance z. The displacement ∆x is linearly proportional to the
wavefront tilt.

lens forms a spot at a distance ∆x from the optical axis

∆x =
l

a
z, (2.15)

where l is the optical path length difference between the centre and the

edge of the lens, a is the radius of the limiting aperture, and z is the

propagating distance, the focal length of the lens. The displacement

∆x is obtained from the centroid of the spot. The phase of the wave

is reconstructed from the slope measurements by integration or by di-

rect least-square fit with a polynomial representation [140,141], e.g., the

Zernike circle polynomials discussed in Appendix A. This sensor has

three interesting properties.

• When the wavefront is not plane over the lens aperture, the cen-

troid of the spot is proportional to the mean slope of the wave-

front over the aperture, provided that the irradiance across the

lens aperture is constant [142].

• Information from a non-dispersive and thin phase object can be

retrieved using white light. The displacement ∆x being related to

the optical path length and not to the phase, the different wave-

fronts (different wavelengths) form superimposed spots.

• For a thin phase object, an extended source may be used. The

centroid of the enlarged spot is proportional to the wavefront slope.

As the spatial sampling of the wavefront is usually coarse, this method

is not well-suited to image phase objects with high spatial frequencies.

This is the currently preferred wavefront sensor for ophthalmic appli-
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Fig. 2.8. Setup for imaging techniques. The top part shows
the conjugation by the lens system L of the object O and the
image O′. The bottom part shows a collimated light beam from
a source located at infinity on the left. The light is diffracted by
the object O. The lens system L collects the diffracted beams
which are brought into focus at the back focal plane of L. Then,
the light diverges and illuminates the image plane O′.

cations [1, 143] and it is used in the experimental setup described in

Chapter 5.

Imaging

In this category, the different wave components are separated by diffrac-

tion by the object and they are recombined by an imaging system on

a detecting plane, where they interfere. The drawings in Fig. 2.8 rep-

resent (top) the conjugation of the object O and the image plane O′

by the lens system L, and (bottom) the decomposition of the incoming

collimated wave by the object and the propagation of three wave com-

ponents through the imaging system. An hypothetical perfect imaging

system forms at the image plane O′ a perfect replicate of the object

wave—the wave immediately after transmission through the object O.

For a phase object (constant amplitude), the resulting wave in the im-

age plane has a constant amplitude and the detected image consists in

a constant level of intensity. The phase information is lost. Luckily,

an imperfect imaging system attenuates the diffracted wave components
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and it shifts their phase. The interference of the filtered wave compo-

nents no longer results in a constant amplitude. The harmony is broken

and the detected image shows some phase structures.

In the framework of the theory of linear system, an imaging system

is a complex spatial filter [60], whose properties are given by its impulse

response, i.e., the image of a point source in the object. The lateral

extent of the object wave is assumed infinite. Knowing the impulse

response, it is possible to compute the output image for a given input

object and to compare different imaging systems. Here it is assumed

that the system is isoplanatic, i.e., its properties are the same for all

the points in the image, and that the input wave has a high degree of

coherence. For convenience, the input wave is scaled by the transverse

magnification M of the system, where M is obtained from geometrical

optics relation [144]. In particular, the transverse magnification M of

an inverted image is negative. Then the output wave Uo(x, y) is the

convolution of the input wave Ui(xi, yi) with the impulse response of the

system, the point-spread function h(x, y),

Uo(x, y) =

∞
∫∫

−∞

Ui(xi, yi)h(x − xi, y − yi) dxi dyi. (2.16)

When the conditions for Fraunhofer diffraction are met∗, the point-

spread function is the Fraunhofer diffraction pattern of the complex

amplitude distribution H(ξ, η) in the exit pupil P of the system. H(ξ, η)

is called the pupil function and ξ, η are the spatial Cartesian coordinates

in the exit pupil plane. The Fraunhofer diffraction is a Fourier trans-

form relation evaluated at the coordinates ξ = λzu, η = λzv, with z

the distance between the exit pupil and the image, and with u = 1/x,

v = 1/y, the spatial frequencies of the output image. In the spatial

frequency domain, the Equation 2.16 becomes a multiplication

Ũo(u, v) = Ũi(u, v)T (u, v), (2.17)

∗These conditions are given in reference [8]. A Fraunhofer pattern is formed
in the image plane of a well corrected and centred optical system for field points
located close to the optical axis. There is no criteria qualifying what is meant by
a well corrected optical system. The dilated eye has notable aberrations and the
use of Fraunhofer diffraction may be questioned. The major ocular aberrations are
defocus and astigmatism. When the aberration consists only of a defocus term, then
Fraunhofer diffraction is analogous to Fresnel diffraction.
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where the symbol ∼ denotes the Fourier transform and where T (u, v)

is the coherent transfer function. As T (u, v) = h̃(x, y) and h(x, y) =

H̃(ξ, η), the coherent transfer function T (u, v) = H(−λzu,−λzv), i.e.,

the coherent transfer function at the spatial frequency u, v equals the

pupil function at the coordinates ξ = −λzu and η = −λzv. This impor-

tant result shows how the system acts on the spatial frequency content

of the image. In addition, this result suggests that the contrast in the

image can be controlled by placing a spatial filter in the exit pupil. For

phase imaging, the optimum filter will be one that linearly transforms

the input phase into an intensity variation.

Now, the properties of different phase-sensitive techniques are dis-

cussed using their pupil functions. The quadratic phase factor of Fraun-

hofer diffraction is ignored, e.g., this factor would be zero in a 4f -system.

But first, the pupil function of the hypothetical perfect system is

H(ξ, η) = 1 (2.18)

for all ξ and η. That is, the size of the exit pupil is infinite. The

convolution kernel, the point-spread function, is the unit-area impulse

δ(x, y) [145] and Uo(x, y) = Ui(xi, yi) everywhere.

Low-pass filter. The exit pupil, by itself, limits the spatial frequen-

cies transmitted by a system. In optics, this is described by the diffrac-

tion phenomenon. The pupil function of an aberration-free system is

H(ξ, η) =







1 in the aperture,

0 outside the aperture.
(2.19)

The imaging system is a low-pass filter and the images are band-limited.

The presence of a phase object can be detected when a significant

amount of its spatial frequency content is blocked by the pupil. This

condition is met when the object has discontinuities as the object shown

in Fig. 2.8. These discontinuities are imaged as dark lines surrounded

by diffraction features. To perceive more phase information, the system

can be stopped down. This gain in phase visualisation is obtained by

sacrificing resolution.

Phase distortion. The different spatial frequencies follow different

optical paths through the system. When the length of these paths are
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not all identical, the different beams at the image plane are out of phase.

The image suffers from phase distortion and the system is said to be

aberrated. The pupil function is

H(ξ, η) = exp [ikW (ξ, η)] , (2.20)

where W (ξ, η) is the optical path difference across the exit pupil. As for

the low-pass filtering method, the phase information is obtained at the

expense of resolution, to some extent. The results obtained using the ir-

radiance transport equation may be found by introducing an equivalent

amount of defocus in the pupil function. The effect of a combination

of different aberrations can be analysed. For example, spherical aberra-

tion and defocus can be balanced to optimise the transfer of the phase

information, as in electron microscopy [146].

Knife-edge test. The harmony between all the diffracted compo-

nents is broken by blocking one half of the exit pupil. This is the essence

of the knife-edge test introduced by Foucault in 1858 [147, 148]. When

the obstruction, the knife, is introduced along the ξ coordinate, the pupil

function is

H(ξ, η) =







0 for ξ < 0,

1 for ξ ≥ 0.
(2.21)

The corresponding point-spread function is 0.5[δ(x, y) − i/(πx)]. The

output wave is composed of a constant background and of the Hilbert

transform of the input wave [145]. The resolution of the test is very good

and its phase sensitivity is very high. This sensitivity can be lowered

by reducing the blocked area. The phase information is viewed as an

elevation profile illuminated at grazing incidence with light coming from

the side opposite to the knife [128]. This method is also known as the

Schlieren technique from the work of Toepler who used it to image glass

streaks—Schlieren in German—and who applied it to the study of the

movements of air masses [149]. By replacing the knife with a phase shift

of π, Wolter obtained the phase-edge test [128]. Its pupil function is

H(ξ, η) =







−1 for ξ < 0,

1 for ξ ≥ 0,
(2.22)
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and the output wave is the Hilbert transform of the input wave [150].

A closely related technique is the pyramid wavefront sensor [151], where

the knife is replaced by a four-faced pyramid. Four images of the object

are detected and the phase gradients along two directions are calcu-

lated. This wavefront sensor was recently used to measure the ocular

aberrations in humans [152,153].

Dark-field method. By removing the direct light, as first discussed

by Lister in 1830 [154], the constant background is eliminated. There-

fore, the visibility of intensity variations is improved. The direct light is

the undiffracted component. To remove it, the needed pupil function is

H(ξ, η) =







0 for ξ = η = 0,

1 for ξ 6= 0 and η 6= 0.
(2.23)

In microscopy, a similar effect is obtained without a special filter by

illuminating the object from an annulus aperture forming an incident

angle larger than the acceptance angle of the objective. This pupil

function is a high-pass filter that enhances the edges of the object [155].

Phase contrast method of Zernike. If the central obscuration of

the dark-field method is replaced by a phase plate that shifts the direct

light by ±π/2 with respect to the diffracted light [156], the pupil function

becomes

H(ξ, η) =







±i for ξ = η = 0,

1 for ξ 6= 0 and η 6= 0,
(2.24)

and the image consists in a constant background modulated by the phase

information. For a small phase object, an object with small phase excur-

sion, the obtained intensity modulation is linear with the input phase.

This method is discussed in detail in Section 2.5. Recently, Yelleswarapu

et al. presented a self-aligned phase contrast system [157]. In this sys-

tem, the direct light heats a liquid crystal and induces the needed phase

shift. Another recent modification is the use of a number a point sources

and the corresponding phase-shifting area located randomly over the exit

pupil [158].

Other imaging methods. Here I cite a few methods that can be

added to this list. There is the grating filter used by Ronchi in his grating
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interferometer [128, 159]. The three bands with different transmittance

used by Hoffman and Gross in the modulation contrast [160, 161]. The

spiral phase filter is used to enhance the edge of an object [162].

Unclassified techniques

The three above categories are too rigid to allow the classification of the

two following techniques.

The differential interference contrast (DIC) of Nomarski [163] is a lat-

eral shearing interferometer. Two cross-polarised and laterally displaced

beams are generated by transmission through an uniaxial crystal, e.g.,

Wollaston prism, in the pupil plane of the system. After interaction

with the object, the two beams are recombined by transmission through

the same or another uniaxial crystal. The two beams interfere and an

image of the phase gradient along the shear direction is obtained.

Holography [164] and its modern implementation, the digital holog-

raphy [165], use the interference between a wave reflected by the object

with a reference wave to record the amplitude and the phase of the ob-

ject wave. The reference wave being a carrier wave modulated by the

object wave. The hologram is recorded in the exit pupil. The image is

obtained by reconstruction of the object wave either by illuminating the

hologram by the reference wave or by digital reconstruction.

2.5 The phase contrast method of Zernike

As briefly introduced in Section 2.4, the phase contrast method of Zernike

is an imaging phase-sensitive technique. The corresponding spatial filter

is a phase plate that shifts the direct light by π/2. The image obtained is

a mapping of the phase variations of a wave due to a phase object. Un-

like all the other imaging methods described, the phase contrast method

of Zernike produces an intensity image linearly related to the phase ob-

ject when the phase variations are small and the effects of diffraction

are limited.

It is by experimenting with diffraction gratings that Zernike fully

realised the importance of the phase of the different components of the

diffracted spectrum and that the phase of individual diffraction lines can

be manipulated [166]. He published the phase contrast method in 1934

[156, 167] as an improved knife-edge test and in 1942 as a microscopic

technique [168,169].
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The same technique was discovered independently by Lyot in 1946 for

testing astronomical objectives [170] and by Armstrong in 1936 for signal

transmission using radio waves [171]. Armstrong called his technique

frequency modulation (FM).

Principle of the method

The filter introduced by Zernike transforms an optical system sensitive

to the amplitude of the wave into an optical system sensitive to the

phase. This transformation is best illustrated by considering two objects

that carry the same information f(xi, yi) encoded once in amplitude

(amplitude object) and once in phase (phase object). The images of

these two objects formed by an optical system with and without the

phase plate are then compared. The imaging system considered is the

one shown in Fig. 2.8. The finite extent of the object and the exit pupil

is neglected. A summary of this discussion is presented in Table 2.1.

For a plane-wave illumination with an unit-amplitude, the input

wave Ui(xi, yi) is equal to the complex transmittance of the object. As

the complex transmittance of a passive amplitude object is real and takes

values between 0 (no transmission) and 1 (100% transmission), the in-

formation f(xi, yi) must be encoded as a modulation around the mean

transmittance of the object. Therefore the input wave for the amplitude

object takes the form Ui(xi, yi) = 1+f(xi, yi), where the constant term 1

is the normalised mean transmittance of the object. The complex trans-

mittance of a phase object is the complex exponential exp [if(xi, yi)].

When the object has small phase excursions |f(xi, yi)| ≪ 1, the expo-

nential can be approximated by the first two terms of its expansion in

Taylor series∗

exp [if(xi, yi)] ≈ 1 + if(xi, yi). (2.25)

The input wave for the phase object is Ui(xi, yi) ≈ 1 + if(xi, yi). The

difference between the amplitude encoding and the phase encoding is a

phase shift of π/2 of the spatially varying term.

Now, these two input waves are imaged by a perfect imaging system.

The upper part of Table 2.1 shows the light distribution in the output

pupil plane, which is proportional to the inverse Fourier transform of

the scaled input wave Ũi(−u,−v), the output wave Uo(x, y) = Ui(xi, yi),

and the corresponding intensity Io(x, y) = Uo(x, y)U
∗
o (x, y). For the

∗exp(x) = 1 + x

1!
+ x

2

2!
+ x

3

3!
+ · · ·+ x

n

n!
+ · · · |x| < ∞
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Table 2.1. Image formation of an amplitude and of a phase ob-
ject; Top, without the phase plate, bottom with the phase plate.

amplitude object weak phase object

Ui(xi, yi) 1 + f(xi, yi) 1 + if(xi, yi)

Ũi(−u,−v) δ(u, v) + f̃(u, v) δ(u, v) + if̃(u, v)

Uo(x, y) 1 + f(x, y) 1 + if(x, y)

Io(x, y) 1 + 2f(x, y) 1

H(u, v)Ũi(−u,−v) iδ(u, v) + f̃(u, v) iδ(u, v) + if̃(u, v)

Uo(x, y) i + f(x, y) i + if(x, y)

Io(x, y) 1 1 + 2f(x, y)

amplitude object, the intensity is Io(x, y) ≈ 1+2f(x, y) and for the phase

object Io(x, y) ≈ 1, where the terms in f2(x, y) have been discarded to

be consistent with the approximation of Equation 2.25. The image of a

small amplitude object is a linear mapping of the object. The image of

a small phase object presents no contrast.

This description sets the stage for the phase contrast method of

Zernike. A phase plate is placed in the exit pupil to shift the direct light

by π/2 with respect to the diffracted light. The pupil function H(u, v)

is

H(u, v) =







i for u = v = 0,

1 for u 6= 0 and v 6= 0.
(2.26)

The lower part of Table 2.1 shows the light distribution in the output

pupil plane after spatial filtering, the output wave Uo(x, y), and the

corresponding intensity Io(x, y). With the phase plate, the image of a

small phase object is Io(x, y) ≈ 1+2f(x, y). That is, the image of a small

phase object is identical to the image of an amplitude object obtained

without phase plate. By introducing a phase plate that shifts the direct

light by 3π/2, the image of a small phase object become Iop(x, y) =

1 − 2f(x, y). This image is sometimes called negative contrast. It is

notable that the image of a small amplitude object presents no contrast,

when terms in the square of f are neglected.

This duality between amplitude and phase was used by Mogensen

and Glückstad to synthesize a wavefront with a desired phase from an

amplitude distribution [172]. Noda and Kawata obtained both the am-
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plitude and the phase from three images, one without phase plate, one

with positive contrast, and one with negative contrast [173].

Zernike also discussed the effect of a phase plate with an absorbing

phase-shifting area [168]. The pupil function is

H(u, v) =







iT for u = v = 0,

1 for u 6= 0 and v 6= 0,
(2.27)

where T is the transmittance of the phase-shifting area, a real number

between 0 and 1. The image is then Io(x, y) ≈ T 2 + 2T f(x, y), and

the contrast V is increased by a factor 1/T . The construction of many

systems with different phase plates have been presented [174]. Using the

polarisation of light and a polarising phase plate, Osterberg proposed

a very versatile system that allows the phase and the amplitude of the

phase plate to be varied [175].

Diffraction effects and practical issues

So far, it was assumed that all the direct light and none of the diffracted

light passes through the phase-shifting area of the phase plate. In prac-

tice, however, this area has a finite dimension and the spatial frequency

spectrum of the object is blurred due to the finite extent of the input

wave. The effect of the phase plate and of the limited input beam di-

ameter was addressed by Zernike in his first papers [156,167].

In the absence of the object or for a constant object, the light dis-

tribution in the exit pupil P of the system is the Fraunhofer diffraction

pattern of the incoming beam. Ignoring the phase factor associated with

the converging wave at P , this pattern is given by the Hankel transform

of zero order [145],

Up(w) = 2π

∫ a

0
J0(2πrw)r dr = πa2

2J1(2πaw)

2πaw
, (2.28)

where a is the beam radius, r =
√

x2 + y2 is the radial coordinate in the

object plane, and w = 1/r is the radial spatial frequency in the object

plane. This is the well known result first derived by Airy.

The light distribution in the image plane O′, for a magnification
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M = 1, is the Fourier transform of Up(w) multiplied by the phase plate,

Uo(r) = 2π

∫ wb

0
πa2

2J1(2πaw)

2πaw
exp

(

i
π

2

)

J0(2πrw)w dw

+ 2π

∫ ∞

wb

πa2
2J1(2πaw)

2πaw
J0(2πrw)w dw,

(2.29)

where wb is the radius of the phase-shifting area. Equation 2.29 can be

written as

Uo(r) = 2π

∫ ∞

0
πa2

2J1(2πaw)

2πaw
J0(2πrw)w dw

+ 2π(i − 1)

∫ wb

0
πa2

2J1(2πaw)

2πaw
J0(2πrw)w dw.

(2.30)

The first term is the perfect image of the input beam, that is, 1 within

the radius a and 0 outside. The second term is the deviation from the

perfect image due to the presence of the phase plate. The solution of the

definite integral of the second term D(r′) was derived by Zernike. He

used the normalised radial coordinate ρ = 2πaw, the normalised radius

r′ = r/a, and the radius b of the phase-shifting area in optical unit. By

change of variables,

D(r′) =

∫ b

0
J1(ρ)J0(r

′ρ) dρ. (2.31)

Zernike obtained

D(r′) = [1− J0(b)] 2
J1(br

′)

br′

+ [1− J0(b)− 2J2(b)] 6
J3(br

′)

br′

+ [1− J0(b)− 2J2(b)− 2J4(b)] 10
J5(br

′)

br′
+ . . .

(2.32)

This result is derived in Appendix A, following Zernike’s paper [167].

The image intensity [167] is

I(r′) =







D2(r′) + [1−D(r′)]2 for r′ ≤ 1,

2D2(r′) for r′ > 1.
(2.33)

A plot of I(r′) is shown in Fig. 2.9, for phase-shifting areas with radii

b equals to 2.0, 2.5, 3.8, and 5.5 o.u. When the diffraction effect of the

phase plate is taken into account, the phase contrast method of Zernike
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Fig. 2.9. Intensity variation in the image due to the presence of
the phase plate with different radius of the phase-shifting area,
given in optical unit.

is not linear. This non-linearity can be attenuated by slightly changing

the plane of focus, as shown by Linfoot [176].

This non-linearity is due to the part of the direct light that passes

outside of the phase-shifting area of the phase plate. Another effect is

due to the diffracted light that passes inside this area. The importance

of these effects depends on the task being accomplished. In optical shop

testing, the task is to measure low order aberrations of generally small

amplitude. For this task, the non-linearity of the method introduces

a non-negligible error. Furthermore, the spatial frequency spectrum of

such object is concentrated close to the phase-shifting area. Part of the

diffracted light may passe through this area and its contribution to the

contrast is lost. In addition, a small misalignment, i.e., the presence of

a non zero mean tip or tilt, may have a large effect on the image. In

microscopy, the task is generally to detect the presence of an object. For

this task, the non-linearity of the method are not critical. The spectrum

of small objects spread over a large region in the exit pupil. The radius

of the phase-shifting area may be large and small misalignments are not

critical. For these reasons, the method is well suited for microscopic
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imaging.

In general the method works when the direct light, the reference

wave, is strong relative to the diffracted light. It fails when the object

diffracts all the light. It fails when a strong phase object covers most

of the object field. When the strong phase variations are localised in a

small area of the object field, however, a large portion of the direct light

passes through the phase-shifting area, the reference wave is strong and

the object is visible. The intensity is not linearly related to the phase,

but for a detection task, the method works just fine.

The question of the optimum phase plate in term of absorption,

phase shift, and radius for different object has been studied [177, 178].

In general, for a strong phase object φ ≈ 2π, the optimum phase shift

is π [177]. In Section 3.1, the optical path length difference introduced

by a single layer of ganglion cells is approximated. A value of 0.2 µm is

found, which corresponds to a phase difference of 2π/3 at a wavelength

of 600 nm.
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3

Imaging

retinal phase structures

Having reviewed the progress accomplished in retinal imaging and hav-

ing described the phase and techniques to access it, I now discuss the

possibility of using a phase sensitive technique to obtain image of the

retina. I start with a description of the retina as a phase object. I

continue with a discussion of the applicability of the imaging techniques

currently used in ophthalmology, mainly confocal scanning laser oph-

thalmoscope and optical coherence tomography, to image the retinal

phase structures. Then I describe another approach to phase imaging of

the retina, the study of which is the subject of Chapters 4 and 5.

3.1 The retina as a phase object

The retina lies on the inner-side of the posterior pole of the eye. It

is observed through the optics of the eye, which acts as a microscope

objective. The aperture of this objective is limited by the iris. After

dilatation with cycloplegic drug, its diameter reaches 6 to 8mm and its

numerical aperture (NA) reaches 0.17 to 0.23, using 17mm for the eye’s

equivalent focal length in air. The ocular media is mostly transparent in

the wavelength range from 0.45 to 1.15 µm, enabling fundus observation

[179,180]. Some peculiarities of the retina that stem from its nature and

its location are now discussed.
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Safe exposure to light

Exposure to light may be hazardous to living tissues by: energy trans-

fer, thermal effects; the production of toxic chemical compounds, pho-

tochemical effects, and; direct ionisation, non-linear effects. The retina

is located at the back focal plane of the optics of the eye. It is vul-

nerable to irradiation from a collimated beam of light incident on the

cornea. For a collimated beam filling a 7mm diameter pupil, the irra-

diance at the retina is in the order of 2×105 times the irradiance at the

cornea [181]. Following the development of the laser, several agencies

have published standards concerned with safety. These standards cite

the maximum exposure considered to be safe under different viewing

conditions [181–183]. The bottom line is, that for safety reasons, there

is a maximum exposure that can be used for retinal imaging in human

subjects. The safety issues concerning the exposure to light applicable

to this work are discussed in Appendix B.

Acquisition time

A sharp image of the retina is obtained only if the retina remains sta-

tionary relative to the acquisition system and if the optical properties of

the eye do not vary during the image acquisition period. The eye is in

continuous motion and the optical properties of the eye vary with time.

The retina follows the eye in its different motions:

• The eye moves with the head.

• The eye is rotated and shifted by the action of six extraocular

muscles that aim the image at the fovea [15].

• The eye follows three movement patterns important for vision [184]

that are not consciously controlled by the subject:

- Slow drifts, with angular velocity smaller than 30 arcmin s−1;

- Microsaccades, which occurs at a rate of 1 to 2Hz with an am-

plitude ranging from 10 to 120 arcmin;

- Tremor, which is an aperiodic motion with mean frequency at

about 90Hz and an amplitude smaller than 0.2 arcmin.

• The eye pulsates following the cardiac cycle. The eye globe ex-

pands by 3 to 6µm [185] and the eye moves forward and backward

by about 40µm [186,187].
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The optics of the eye is continuously changing.

• The optical power—the accommodation—varies by up to a quarter

of a dioptre at a frequency of about 2Hz [188].

• The tear film covering the cornea slowly evaporates. It is re-

established by blinks. In the pathological condition known as dry

eye, the visual acuity is decreased [189, 190]. The role of the tear

film in vision and the time evolution of the tear film are a new

research area [191,192].

• Ocular aberrations of all orders fluctuate in time with a temporal

spectrum extending up to about 30Hz [73,79].

Different actions are taken to minimise the effect of the eye motions

and the effect of the changes in the optical system. The use of a chin-

and-head rest or of a dental impression (bite-bar) greatly reduces the

movements of the head. By asking the subject to fixate at a target,

the movements of the eye are decreased [193]. The fluctuations in ac-

commodation may be temporarily blocked with drugs. The tear film

is maintained by asking the subject to blink regularly, once every few

seconds. Two approaches are taken to avoid the remaining variations.

The first approach is to ‘freeze’ the image by using a very short

acquisition period. Riggs et al. published the typical excursion of retinal

image during varying time periods [194]. These authors state that an

exposure of 10ms nearly always results in a ‘stopped’ retinal image.

The same figure was obtained recently by Rha et al. [76]. When, for

safety reasons, the signal from a single short exposure is too small, an

image may be obtained from a series of co-registered frames (see for

example [112]).

The second approach is to actively compensate for these fluctuations.

This is the idea behind image stabilisation, tracking, and adaptive optics.

Image stabilisation was introduced to study vision [195]. An automatic

stabilisation is obtained using an optical path folded in such a way to be

influenced twice by the eye motions in opposite direction [195] or using

a system with an optical path insensitive to eye motions [196]. Tracking

is obtained by an active control of the acquisition system to compensate

for any measured displacements. In a confocal scanning laser ophthal-

moscope, lateral displacements were corrected to within 3 arcmin [197].

In an optical coherence tomography system, longitudinal displacements
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were corrected to within 25µm [187]. In adaptive optics, the ocular

aberrations are measured and corrected in real time [1]. After correc-

tion, the measured wavefront variance is close to the variance expected

for a diffraction limited optical system.

To obtain a sharp image of the retina a short acquisition time may

be used. The use of a long acquisition time and an active compensation

of all the eye motions and optical variations, as for now, falls short of the

accuracy required for high resolution imaging, about 0.2 arcmin laterally

and a few micrometres longitudinally.

The pathways of light returning from the fundus

The light returning from the fundus has followed different paths through

the tissue. Part of the light is reflected at the inner limiting membrane.

This part did not enter the retina. Part of the light is diffused back from

the choroid. This part passed twice through the full retina (see figures

1.3 and 1.4). The light interaction with the fundus has been studied in

vivo by analysing the temporal spectrum [198–201], the directionality

[32, 199–201], and the polarisation [32, 33] of the light returning from

the fundus. Using prior knowledge from the anatomy (see Chapter 1)

and the absorption spectrum of the major pigments present in the eye

fundus (see Fig. 3.1, top), different models have been proposed [202].

The spectral data is now described.

A qualitative analysis of the measured reflectance spectra and a com-

parison with the absorption spectra of the different pigments gives some

hints on the different contributions to the light returning from the fun-

dus. The bottom part of Fig. 3.1 shows seven spectra obtained by De-

lori and Pflibsen for a 5◦-area centred at the foveola of the eye of seven

subjects with different choroidal melanin density. These subjects were

described as: Caucasian blue eye (number 1 to 3); Caucasian brown

eye (number 7 and 8); Afro-American (number 9 and 10) [198]. These

spectra show three distinct parts.

Below 520 nm. This part of the spectrum is not directly described

by Delori and Pflibsen. These authors, however, describe the presence

of the macular pigment in relation to their model. It is plausible that

the inter-individual variability of this part of the reflectance spectrum

reveals the density of the macular pigment, which depends on the diet

of the subject.

48



0

0.5

1

1.5

2

2.5

3

3.5

450 550 650 750
0

50

100

150

200

250

300

350

op
ti
ca
l
d
en

si
ty

ex
ti
n
ct
io
n
co
effi

ci
en
t
of

h
æ
m
og
lo
b
in
,
1/
cm

wavelength, nm

0.1

1

10

450 550 650 750

0

50

100

re
fl
ec
ta
n
ce
,
%

wavelength, nm

melanin
macular pigments

hæmoglobin

Caucasian, blue
Caucasian, brown

Afro-American

Fig. 3.1. (Top) absorption spectra of the melanin, the macular
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Above 600 nm. Lightly pigmented eyes have a greater reflectance

than darkly pigmented eyes in this part of the spectrum. Furthermore,

for lightly pigmented eyes, there is a marked change in reflectance from

570 to 610 nm. This change reflects the rapid drop of absorption by the

hæmoglobin pigment of the choroidal circulation for longer wavelengths.

In this spectral range, a significant fraction of the light returning from

the eye fundus has penetrated to the choroid.

From 520 to 600 nm. In this range, the absence of the double peak

absorption signature from the hæmoglobin pigment and the absence of

clear ordering of the spectra in function of choroidal melanin concentra-

tion indicates that the contribution from the choroid is small. The vari-

ability may be explained by different amount of melanin concentration

within the cells of the retinal pigment epithelium (RPE). This concen-

tration is independent of the choroidal melanin concentration [203].

The amount of light returning from the choroid in the middle spectral

range appears to be much smaller than the contribution from the pho-

toreceptor segment or RPE in the image taken with the retinal thickness

analyser [84]. Direct measurement in donor’s eyes, however, has shown

that 5 to 10% of the light at 550 nm is transmitted through both the

RPE and the choroid [23].

In vivo measurements of the inner limiting membrane (ILM) re-

flectance and nerve fibre layer scattering have been obtained in the

monkey eye [204]. The reflectance from the ILM is directional. Its

magnitude is in the order of 0.3% after correction for the ocular media

absorption. This reflection is independent of the wavelength of the light,

which is consistent with a Fresnel reflection. The scattering from the

nerve fibre layer arcane—the thickest part of this layer—is about 1%

at 500 nm and about 0.8% from 550 to 670 nm. Away from the arcane,

this layer is thin and its reflectance is small. At the foveola, the nerve

fibre layer is absent.

The light reflected by the photoreceptors is preferentially directed

toward a point near the centre of the pupil. This directionality is called

the optical Stiles–Crawford effect (see for example [32, 33]). The light

distribution in the exit pupil of the eye is measured for different posi-

tion of a small input beam in the input pupil. When the input beam

is centred on the maximum of the Stiles–Crawford effect, the light dis-

tribution at the exit pupil has a Gaussian shape superposed on a con-
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stant term. The Gaussian part is due to directional reflections by the

photoreceptor segments. Its width and its magnitude depend on the ec-

centricity of the probed area of the retina or equivalently the size of the

cone photoreceptors [205,206], on the amount of visual pigment present

(bleaching) [32,33], on the wavelength [201,207], and on the state of po-

larisation [33]. The constant part is thought to come from light scattered

from the RPE, the choroid, and the sclera [200].

By measuring the reflectance spectrum of the eye for an incoming

beam centred on the Stiles–Crawford effect or away from the centre of

the Stiles–Crawford effect, van de Kraats et al. have shown that the re-

flected light from the photoreceptor segments is constant at about 1%

over the wavelength range from 550 to 750 nm [200, 201], while the to-

tal reflectance increases from 1 to 5%. This is a strong evidence that

the light returning from the layers located behind the photoreceptors

is not guided towards the pupil.∗ Furthermore the light that fluoresces

from the lipofuscin granules located within the RPE is not guided by

the photoreceptors [208]. Accordingly, the contrast of the image of the

cone photoreceptor mosaic obtained at different wavelengths using an

adaptive optics system is expected to decrease with wavelength. How-

ever, it was found by Choi et al. that the contrast is fairly constant over

wavelengths ranging from 550 to 750 nm [207].

The diffuse part of the light distribution at the pupil was shown

to be non-polarised using a probing beam at a wavelength of 543 nm

[33], which is consistent with light being multiply scattered within the

tissue. However, this does not agree with the result of van Blokland and

van Norren, who have shown that the light returning from the fundus

preserves the polarisation of the input beam at more than 70% over the

whole pupil and at wavelength shorter than 568 nm [32].

Recently, a more direct measurement of the contribution of the dif-

ferent layers of the fundus to the reflectance spectra has been measured

using an optical coherence tomography (OCT) system [209]. The signal

of an OCT system represents only a part of the light returning to the

∗The formulation used in the literature—coupled or not coupled; guided or not
guided—is in my opinion rather misleading. We observe that part of the reflected
light has a directional component when we illuminate the retina with a beam with
a small distribution of angle centred on the Stiles–Crawford effect. When light is
back scattered from deeper tissues, it reaches the photoreceptors with a very large
distribution of angle, which hides the directional component. This is the same effect
as in the forward direction when the illumination light fills the dilated pupil, the
directional component is difficult to observe.
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detector. The part that has a high degree of coherence with the ref-

erence beam and that has the same polarisation orientation (coherent

detection). Figure 3.2 (top) shows an average of 510 scans obtained by

Gao et al. [209]. From this data, the cumulative fraction of light return-

ing to the pupil as a function of axial distance was computed (Fig. 3.2,

bottom). About 15% of the reflected light comes from the layers an-

terior to the photoreceptor inner segments. There is a significant part

returning from the boundary between the photoreceptor inner segments

and outer segments, from the photoreceptor outer segment, and from

the RPE. The contribution from the choroid is small because OCT is

insensitive to multiply scattered light. It is not possible to know the

total amount of reflected light at each layer from OCT measurements

because only the coherent part is recorded.

To summarise, the spectrum of the light returning from the fundus of

the eye seems to be well understood, but the proportion of light returning

from the different layers is uncertain. These proportions depend on the

local level of pigmentation present. The largest uncertainty seems to be

on the way light is transmitted through the photoreceptors and through

the RPE.

Expected magnitude of the retinal phase structures

The magnitude of the phase variations of light transmitted through the

retina is not known. However, the phase induced by a single cell was

reported (not for retinal cells) or an approximation of this phase can be

obtained from published values of cell size and refractive indexes.

Measurements. From interferometric measurements performed at a

wavelength of 633 nm Beuthan et al. obtained a maximum phase shift of

1.4µm relative to vacuum for an L 929 fibroblast cell from the liver [210].

The mean refractive index of these cells is about 1.38. Therefore, if the

surrounding medium had had a refractive index of 1.33, the phase shift

would have been (1.38−1)/(1.38−1.33) = 7.4 times smaller or 0.185 µm.

These authors comment that the features visible in the phase image

are the nucleus and the membranes. Using a phase-sensitive optical

coherence tomography, Rylander et al. have shown images of human

epithelial cheek cells [211]. From the scale of their figure, the single pass

phase shift variation across a cell is about 0.2 µm.

Computation. The physical dimensions of many cells are available
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in the literature [13]. The refractive index values, however, are diffi-

cult to find. The reason for this lack of data is two-fold. The living

cell reacts to changes in its environment and the refractive index varies

accordingly [24]. There is a large variation of the refractive indexes

of the different cell components within a given population [212]. An

approximation of the optical path difference induced by a cell can nev-

ertheless be obtained. The neural cells of the retina are closely spaced

(see Fig. 1.3) and therefore the principal phase structure is probably

due to the difference between the refractive index of the nucleus and

the refractive index of the cytoplasm—which is mainly the liquid of the

cell body and small membrane components. From the Chinese hamster

HeLa cells, the refractive index of the nucleus is about 1.39 and the re-

fractive index of the cytoplasm is about 1.37 [212]. The ganglion cells

have a nucleus with a diameter of 8 to 9µm [13]. The optical path length

difference induced by a single ganglion cell nucleus is, using Equation

2.6, (1.39 − 1.37)9 = 0.18µm.

The effect of a single layer array of ganglion cell on the image of

photoreceptors or on visual perception at an eccentricity of a few degrees

may be estimated using the diffraction efficiency η of a sinusoidal phase

grating

η = J2
q

(m

2

)

, (3.1)

where Jq is the Bessel function of order q, q is the diffraction order, and

m is the phase modulation in radians [60].

A row of ganglion cell nuclei will add an optical path difference fol-

lowing the absolute value of a sinusoidal function (see Fig. 3.3). Its

strongest component has a magnitude equal to half the optical path

length difference, about 0.2/2 = 0.1µm [145], which corresponds to a

phase of π/3 rad at a wavelength of 0.6 µm. The normalised magnitude

(object absent) of the zero order of diffraction is 0.870 and that of the

first order of diffraction is 0.064. Therefore, this approximation is consis-

tent with the clear images of the photoreceptors obtained using adaptive

optics. However, only a single layer of cells was considered. At a few

degrees of eccentricity, there are 5 or 6 layers of ganglion cell bodies. To

work out the effect of such a complicated phase object—inhomogeneous

object—on photoreceptor imaging could be the subject of another the-

sis. If the phase modulation doubles then the normalised magnitudes

become 0.55 and 0.21 for the zero and first orders, respectively. The
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Fig. 3.3. (Top) single row of ganglion cell nuclei with a diameter
of 9µm and a difference of refractive index between the nucleus
and the surrounding medium of 0.02, (bottom) the corresponding
optical path difference, the absolute value of a cosine function.

diffracted light becomes important.

It is difficult to estimate the magnitude of the phase structures of the

retina. All the figures given in this section are approximations using a

very simple model of the neural tissue. The real refractive index distri-

bution for a single cell or its components probably varies in an irregular

manner as shown by Choi et al. for a HeLa cell [213]. For a single row

of cells, however, the optical path variation is approximately 0.2µm.

3.2 Different approaches to phase imaging of

the retina

The description of the retina leaves rooms for different approaches to

image its phase structures. These approaches can be classified according

to the path followed by the light. The first uses the light reflected by

the object of interest. The second uses the light reflected by the layers

of the fundus located behind the inner retina. This light illuminates in

transmission the object of interest.

Direct reflection

The amount of light reflected from the neural tissue of the inner retina is

much less than the light returning from the deeper layers of the fundus.

To discriminate between the light directly reflected from the neural tissue
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and the light returning from the deep layers of the fundus, a technique

with depth resolution is needed. In Chapter 1, three different depth

resolved imaging techniques are described.

Zeimer’s method. In this technique, the fundus of the eye is illu-

minated and observed through two different pupils forming the largest

angle possible from the object [27]. As these pupils are within the pupil

of the eye, their size and separation are limited. A direct consequence

is that the high spatial resolution achieved with adaptive optics is not

possible with this method.

Confocal scanning laser ophthalmoscope. Different phase sensi-

tive techniques can be implemented using the confocal scanning laser

ophthalmoscope (SLO) geometry. These include the phase contrast

method of Zernike [214], optical differentiation [214,215], and differential

interference contrast [216].

A confocal SLO with adaptive optics correction of the ocular aberra-

tions approaches the theoretical resolution limit according to Rayleigh.

The radius of the first zero of the Airy pattern is

rmin = 0.61λ
z

a
, (3.2)

where λ is the wavelength, z is the propagation distance, and a the radius

of the aperture. For a pupil diameter of 6mm, a wavelength of 550 nm,

and a propagation distance of 17mm, rmin = 1.9µm. This resolution

limit is adequate to image the nuclei of all the neural cells and the large

phase structures of the retina.

Another important property is the rejection of the light contribu-

tions from out-of-focus planes, i.e., the light returning from the deep

layer of the fundus. For contributions returning from a large distance—

a distance larger than the defocus corresponding to Rayleigh’s quarter-

wave rule—the pinhole blocks most of the light. The fraction of light

detected is the ratio between the area of the pinhole and the area, in

the pinhole plane, illuminated by the out-of-focus contribution. As-

suming a flat reflector at a distance d, the radius of the illuminated

area is given by 2d a/z, where a/z is the beam converging angle (see

Fig. 3.4). The fraction of detected light for a pinhole radius equals to

rmin is 0.3052λ2z4/(d2a4). For d = 200µm, this fraction is 7×10−4. As
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Fig. 3.4. Geometry for the calculation of the out-of-focus light
rejection by the pinhole. a/z is the incident angle from the pupil
radius a and pupil distance z, and d is the defocus distance of
the reflected contribution.

the fraction of light directly reflected by the neural cells is unknown, it

is difficult to predict whether this depth discrimination is sufficient.

From the graph shown in Fig. 3.2, the light returning from a 18µm

thick layer—the depth-of-field based on Rayleigh’s quarter-wave rule—at

the level of the ganglion cell nuclei corresponds to about 1% of the total

coherent and polarisation maintained light returning from the fundus.

As discussed above, this is certainly a gross under estimation of the total

light returning from the fundus. If, to simplify, the other 99% returns

from a reflector located at d = 200µm, then the signal to noise in the

image could be about 10.

The reduction factor of 7×10−4 was calculated for a pinhole with

a radius equals to rmin. Apparently, it is rather usual to use pinholes

with larger radius. Romero-Borja et al. use pinholes with radius at least

2 times larger than rmin [93]. Burns et al. use pinhole with different

radius depending on the object they want to image. Most of the images

presented, however, were acquired with a pinhole radius equals to 2.6

times rmin [217]. Using a pinhole radius equals to 2 and 2.6 times rmin

results in an increase in the detected fraction of light returning from the

deep layers, and a corresponding decrease of the signal to noise ratio, by

a factor of 4 and 6.8 compared with a pinhole radius equals to rmin.

These approximations indicate that the signal level in retinal imag-

ing using the light directly back reflected by the retina is small. The

values given are only ‘indicative’ because they are based on uncertain

approximations. Recently, confocal SLO images of cellular structures in

the nerve fibre layer have been presented [98].

Optical coherence tomography. The phase of the optical coher-

ence tomography (OCT) signal can be measured directly, enabling phase
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sensitive imaging. However, as OCT is based on a separate-path interfer-

ometer, the measured signal is very sensitive to axial movements of the

object. This difficulty slowed the development of phase sensitive OCT.

It is through the development of techniques to measure the velocity of

blood in retinal vessels that progress has been made.

At first, the reference arm was stopped and the interference signal

was recorded [218]. A frequency analysis of this signal reveals the fre-

quency shift—the Doppler effect—induced by the moving cells crossing

the coherence volume. Doppler OCT imaging was obtained from vessels

of the human retina by Yazdanfar et al. [219]. The spectral resolution is

inversely proportional to the integration time. For a point measurement,

the integration time may be increased, but for imaging this solution is

impracticable. This difficulty is avoided by measuring the phase differ-

ence between two consecutive scans and by computing the velocity from

the known inter scan period. This technique was first presented using

a time domain OCT [220] and later using a Fourier domain OCT [221].

Maps of the blood velocity have been successfully obtained from human

retinal vessels [222, 223]. The noise of the measured phase depends on

the signal to noise ratio and on the spatial overlap of the consecutive

scans [224]. Assuming a total overlap of consecutive scans and a signal

to noise ratio of 20 dB, the standard deviation of the phase difference is

0.1 rad or 5.7◦. By assuming a total overlap of the scans it is assured

that the signal is reflected by the same group of scatterers, only slightly

displaced—nanometre range compared to the micrometre of the detec-

tion volume. By laterally scanning the beam between consecutive scans,

the scattering volume partially changes and an additional phase dues to

speckle is added.

For non-ophthalmic applications, a common-path phase sensitive

OCT technique was presented by Sticker et al. [225]. It is an adap-

tation of OCT to the differential interference contrast. These authors

obtained the image of a phase object through a scattering medium. The

phase object, however, was a step height difference of a specular surface,

and therefore the object did not introduce additional speckle [226].

Trans-illumination

The light returning from the deep layers of the fundus trans-illuminates

the inner retina. The light path in the eye can be separated in two

parts: The first pass through the inner retina, when the light entering
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the eye is transmitted to the deep layers of the fundus; The second pass

through the inner retina by the light returning from the deep layers of

the fundus.

If we assume that the light returning from the deep layers has lost

the phase information it acquired during the first pass, then the imaging

geometry is similar to the geometry of a transmission microscope. The

light returning from the deep layers illuminates a phase object—the cells

of the inner retina—and the optics of the eye is used as an objective. The

main difference between retinal imaging and a transmission microscope

is that in retinal imaging the illumination light cannot be fully controlled

as in a transmission microscope. The properties of this illumination are

not well known and they change from subject to subject.

The development of the depth sensitive techniques, discussed above,

is supported by a large number of researchers in different groups. For

the trans-illumination geometry, the author is not aware of a single work

being pursued. Two approaches, however, have some merits.

Propagation. When light with a high degree of coherence is scattered

by a rough surface, it produces speckles. This light may be used to

retrieve phase information, such as in speckle interferometric techniques

[128]. Therefore, the phase of the inner retina between two planes A and

B may be computed from two intensity images obtained simultaneously,

one conjugated with the plane A and the other with the plane B. To

obtain the phase, the propagation method of Teague may be used (see

Section 2.4). Alternatively, the light from the fundus may be splitted

and interference between the two beams can be obtained with one beam

conjugated with the planes A and the other beam with B.

Phase imaging. In Section 2.4, the phase sensitive techniques based

on imaging were discussed for a plane wave illumination. Two departures

from this ideal situation is met in practice.

• The source viewed from the object plane subtends a finite angle.

The light from this source may be modelled as a group of waves,

each coming from a different part of the source. That is, each wave

has a different angle of incidence on the object.

• The waves may diverge or converge, which lead to a different axial

position of the output pupil and a different transverse magnifi-
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cation for the source image. This situation was discussed in a

theoretical note by Hopkins [227].

The light distribution in the output pupil consists in the convolution of

the spatial spectrum of the object with the image of the source. As long

as the different components of the spectrum can be efficiently filtered,

the phase sensitive techniques based on imaging should work.

In the eye, the light returning from the photoreceptors and the retinal

pigment epithelium is scattered at large angle. To obtain a small image

of the source, this diffusing layer is considered as a source—a secondary

source—and the extent of this source is minimised. If a sufficiently small

source is created on this layer, the phase sensitive techniques based on

imaging can be used in the eye.

3.3 The aims of this work

The first aim of this work was to discuss the possibility of imaging the

retina using a phase sensitive technique. This is done. The second part

of this work aims at answering the following question:

Is is possible to image the retina using a phase-sensitive imag-

ing technique by using a point-source of light created at the

surface of the diffusing layer of the eye fundus?

In particular, the adaptation of the phase contrast method of Zernike

is studied. The other methods based on depth resolved techniques or

on the propagation of light returning from the deep layers will not be

discussed.

3.4 Secondary point source illumination

In this section, the differences between the conventional geometry for

phase imaging described in Chapter 2 and the proposed geometry—using

a small source at a finite distance—is highlighted. Then the application

of this geometry to retinal imaging is discussed.

Phase imaging using a diverging point source

The geometry considered is shown in Fig. 3.5. A point source σ emits

a spherical wave that illuminates the phase object O. The lens system
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σ PO O′L

d
z1 z2

Fig. 3.5. Setup for imaging techniques. Light from a point
source σ illuminates a phase object O and is brought into fo-
cus at the plane P . The light diffracted by the object is collected
by the lens system L and focused on the image plane O′.

L conjugates the plane with the source σ to another plane marked P ,

the output pupil of the system. The lens system L also conjugates the

object plane O to the image plane O′.

Ignoring the effect of the finite aperture of the lens system L, the

wave in the output pupil plane P is obtained by following these four

steps:

• Multiplication of the diverging wave from the source σ with the

object transmittance—This is the input wave Ui(x);

• Free-space propagation from the object plane O to the lens system

L—This is a Fresnel diffraction integral over a distance d;

• Phase transformation by the lens system L;

• Free-space propagation from the lens system L to the output pupil

plane P , over a distance z2.

Goodman [60] obtained a simple formula for the wave at the output pupil

P (one-dimensional object). His result is sufficient for our discussion.

The wave at P for a point source and a perfect optical system is described

by

UG(ξ) =
exp

[

ik2
(z1+z2)d−z1z2

z22(d−z1)
ξ2
]

√

λ z2(z1−d)
z1

∫ ∞

−∞
Ui(x) exp

[

−ik
z1

z2(z1 − d)
ξx

]

dx,

(3.3)

which is the Fourier transform of the input wave Ui(x) evaluated at the

spatial coordinate

ξ = λ
z2(z1 − d)

z1
u. (3.4)
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The quadratic phase factor reflects the fact that a wave coming from

a point on the object O converges toward the plane O′. The absolute

value of the second fraction of this term is equal to the distance from P

to O′,

PO′ =

∣

∣

∣

∣

z22(d− z1)

(z1 + z2)d− z1z2

∣

∣

∣

∣

, (3.5)

as it can be shown by applying the lens equation for z1, z2 and for d, z2+

PO′. The last term, the square root, has the proper form to conserve

the energy.

By applying the thin lens equation, the fraction in Equation 3.4,

which ‘scales’ the Fourier transform, can be written as

z2(z1 − d)

z1
= f

z1 − d

z1 − f
, (3.6)

where f is the focal length of the system L, and where z1 > d > f (see

Fig. 3.5). When z1 = ∞, this fraction equals f . This result is consistent

with plane wave illumination. When z1 is finite, ∞ > z1 > d, this factor

is smaller than f . Therefore, with a point source located at a finite

distance, the extent of the Fourier transform is less than the extent of

the Fourier transform obtained when the source is located at an infinite

distance.

Both the optical system L and the source σ have an effect on the wave

at the output pupil P . From linearity, the wave at P is the convolution

of the ‘perfect’ wave UG(ξ) with the image of the source σ′ formed by

the lens system L,

UP(ξ) =

∫ ∞

−∞
UG(ξi)σ

′(ξ − ξi) dξi. (3.7)

The image of the source σ′ is obtained from the convolution of the prop-

erly scaled source σ with the point-spread function of the system ac-

cording to Equation 2.16. Equation 3.7 shows how the spatial spectrum

of the object is blurred by the combined effect of the optical system L

and of the extent of the source σ. When the convolution kernel σ′ is

large, the spectrum is blurred over a large area and spatial filtering is

inefficient. When σ′ is small, the spectrum is blurred over small area

and spatial filtering is effective. The size of the source σ also affects the

degree of coherence of the wave in the object plane. When the source

σ is large, the degree of spatial coherence is small. That is, only small
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σ σ′O O′L

Fig. 3.6. Geometry for phase sensitive imaging using a point
source of light σ on the photoreceptor outer segments and on the
retinal pigment epithelium layer. In this drawing, the thickness
of the ocular fundus is exaggerated.

features (high spatial frequencies) are coherently illuminated, and there-

fore can be imaged with phase sensitive techniques. When σ is small,

the degree of spatial coherence is large. Large features are coherently

illuminated, and may be imaged.

Application to retinal imaging

Using a simple model of the eye, it is found that, in principle, phase

sensitive imaging techniques can be applied to image the retina. A

drawing of the eye and of the optical setup is shown in Fig. 3.6. A

point source σ is located on the photoreceptor segments and the retinal

pigment epithelium layer. The light from this source propagates to a

phase object O located in the inner retina. The optics of the eye and a

positive lens forms an optical system L that conjugates the source plane

with the output pupil P and the object plane with the image plane O′.

The dimension considered are the following:

• Pupil radius, a = 3mm, using adaptive optics;

• Equivalent focal length of the eye in air, f = 17mm;

• Source to object distance, 250 µm, equivalent in air;

• Object, array of ganglion cell nuclei with 9µm diameter modelled

as a phase sinusoidal grating with a modulation of π/3 rad and

spatial frequency u0 = 111mm−1;

• Wavelength, λ = 550nm.

The dimensions for the single lens equivalent system (see Fig. 3.5) are

z1 = z2 = 17.00mm, d = 16.75mm, and f = 8.5mm. From Equation
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3.1, the normalised magnitude of the zero and first order of diffraction

are 0.870 and 0.064, respectively. The position of the first diffraction

order in the output pupil is 15µm (Equation 3.4). The image of a point

source σ′ is the Airy pattern with a first zero at a radius of 1.9µm. The

light distribution in the output pupil is shown in Fig. 3.7. At the top,

the normalised wave UP(ξ) is displayed, ignoring the quadratic phase

factor in Equation 3.3. The first diffraction orders is seen as two small

bumps at ξ = ±15µm. At the bottom, the corresponding intensity is

plotted using a logarithm scale to reveal the diffracted light.

In Figure 3.7, the zero and the first orders of diffraction are spatially

separated. A spatial filter can be used to block or to retard the different

parts of the spectrum. Phase sensitive imaging techniques can be used

for retinal imaging if a secondary source with lateral dimension smaller

than about 11µm can be created. This result was obtained for a point

source and for free propagation from the source to the object. In Chapter

4, this illumination geometry is used in vitro to experiment with the

effects of an extended source and of a thick phase object.
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Fig. 3.7. Normalised wave amplitude in the output pupil for a
sinusoidal phase grating corresponding to a single raw of ganglion
cells. Top, normalised amplitude of the wave with respect to the
wave obtained in the absence of the object. Bottom, normalised
intensity plotted in logarithmic scale to reveal the diffracted light.
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4

Experiments

with ex vivo objects

In this chapter, the trans-illumination geometry discussed in Section 3.2

is used with the phase contrast method of Zernike to image phase ob-

jects. Using this illumination geometry, the source is at a finite distance

from the object. In the first experiment, the effects of the distance be-

tween the source and the object are revealed. In the second experiment,

phase contrast images of a glass object are obtained in reflection, in a

geometry similar to the eye geometry. In the third experiment, phase

contrast images of a thick phase object are obtained.

In microscopy, it is usual to introduce normalised coordinates or

dimensionless optical units (o.u.) [214]. These coordinates are scaled

against the diffraction pattern present in the diffraction limited micro-

scope. For the axial length, the normalised coordinate u is defined for

a plane wave incident on a circular aperture in the output pupil of an

optical system.

u = ka2
(

1

f
− 1

z

)

, (4.1)

where k is the wave number, a the radius of the aperture, f the focal

length of the system, and z the physical distance from the exit pupil to

the observation plane.

For the dimensions considered in the simple eye model given in

Section 3.4, the optical distance between the source and the object

is −90 o.u. For the experimental conditions described in Chapter 5,

a = 3.35mm and λ = 543nm, this distance is −114 o.u. A normalised

optical distance of about −100 o.u. is considered to be representative of
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Fig. 4.1. The crosses indicate the location of the phase discs on
the phase plate. Dimensions are in millimetres.

the geometry of an in vivo experiment with a human subject.

4.1 Finite source to object distance

In this experiment, a glass phase object is imaged using a transmission

geometry with a light source at a finite distance. The phase plate and

the phase object are described first, followed by the optical setup and

the experimental results.

Phase plate

The phase plate consists of a set of five discs etched into a 3-mm thick

optical window made of fused-silica, with a surface flatness of λ/10 at

633 nm over the 25mm diameter. The location of the discs on the optical

window is indicated in Fig. 4.1. The disc located at the centre of the

phase plate has a radius b = 10µm. The radii of the four other discs

are 20, 40, 80, and 160µm. The depth of the etching is 350 nm. The

refractive index∗ of the window at 675 nm is 1.456. The discs introduce

an optical path difference of 160 nm, corresponding to a phase shift of

1.5 rad or 86◦. This value is close to the desired phase shift of π/2 or

90◦. At a wavelength of λ = 543nm, the refractive index is 1.460, the

optical path difference is 161 nm, and the phase shift is 1.86 rad or 107◦.

As the discs are etched into the window, the phase shift advances

the wave compared to the wave passing aside of the disc. This is a

positive phase contrast. Notice that in the different drawings, the disc

is represented with an added thickness, which produces a retarded wave.

∗Data from the CVI Melles Griot catalogue.
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Fig. 4.2. Two features from the glass phase object observed with
a transmission microscope using a 4× objective and a partially
blocked illumination. On the left is a line grating and on the
right is a number 3. The lengths of the markers are given in
millimetres.

Phase objects

The phase objects are control marks located next to a Fresnel hologram

etched into a glass-like material (probably fused silica or BK7) by Silios

Technologies, France. One of these marks is a line grating, another

one is a number 3. These two phase objects and their dimensions are

shown in Fig. 4.2. For the line grating, the width of the etched lines is

26µm and the separation between the lines is 30µm. The first harmonic

component of this grating has a spatial frequency of 17.86mm−1.

The depth of the object was measured with the Zygo interferometer

from the National Centre for Laser Applications (NUIG). It is 120 ±
3 nm. Assuming a refractive index of 1.5 and using Equation 2.6, the

optical path difference in transmission is approximately 60 nm, which

corresponds to a phase shift of π/5 or 36◦.

Optical setup

A drawing of the optical setup is shown in Fig. 4.3. A laser diode

emitting at a wavelength λ = 675nm is coupled into a single mode

fibre, which tip is the source σ. The light from σ diverges and trans-
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σ PPO O′L1 L2 L3 L4 CCD

Fig. 4.3. Setup for phase contrast imaging with a source at a
finite distance. The source σ is the tip of a single mode optical
fibre. The phase object O is mounted on a translation stage. The
lens system L1 and L2 images the source σ on the phase plate
PP and the object O is imaged at O′. The axial position of O′

depends on the position of O. A relay system L3 and L4 attached
to a CCD camera is axially translated to image O′ or the exit
pupil.

illuminates the object O. The light passes through the lens system

consisting in lenses L1 and L2, through the phase plate, through a sec-

ond lens system (L3 and L4), to be detected by a charge coupled device

(CCD) camera (Retiga EX, QImaging, USA). All the lenses are achro-

matic doublets with an infinite conjugate ratio. The lens L1 has a focal

length of 100mm, the lens L2, 250mm, the lenses L3 and L4, 80mm.

The source σ is located on the optical axis at the front focal length

of the lens L1. After L1, the beam is collimated. A diaphragm with an

aperture radius a = 5.15mm limits the transmitted beam. The lens L2

focuses the beam onto the phase plate PP. The diaphragm aperture is

chosen such that the radius of the first zero of the diffraction pattern

is equal to the radius of the phase-shifting disc of the phase plate, b =

20µm.

The object O is mounted on a translation stage allowing the source

to object distance to be varied from 1.2 to 10.7mm, or from −53 to

−515 o.u. The position of the image O′ changes as a function of the

object position. The second lens system (L3 and L4) is a unit magnifi-

cation relay attached to a CCD camera. The relay and the CCD camera

are mounted on a translation stage to allow the acquisition of the light

distribution in the exit pupil plane and the image O′ for all the possible

object positions.
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Results

With the object located at 11 positions, four series of 10 images were

acquired. For the first series, the CCD camera was conjugated with

the output pupil plane and it observed the spatial frequency spectrum

of the line grating object. Then the camera was conjugated with the

image O′ and the phase contrast images of the line grating object were

acquired (second series). The object was laterally translated to centre

the number 3 object and the phase contrast images of that object were

acquired (third series). Finally, the object was laterally translated to

centre a constant object and the phase contrast images of a ‘constant’

phase object were acquired (fourth series). The 10 images of each series

were averaged to reduce the noise level.

Figure 4.4 shows the average images obtained with the object at an

optical distance of −460, −305, −163, and −74 o.u. from the source. The

first row shows the spatial frequency spectrum of the line grating object

in logarithmic scale (rescaled). The logarithm was taken to reveal the

first order of diffraction, which is faint compared to the zero order. The

scale of the spatial frequency spectrum linearly depends on the source to

object distance, z1−d (Equation 3.4). The separation ξ between the first

order of diffraction and the zero order of diffraction was plotted against

z1 − d. A linear fit to ξ returned a slope of 30.6×10−3, a value close to

the calculated λuz2/z1 = 30.1×10−3, using the focal length of lenses L1

and L2 instead of z1 and z2. For the four images of Fig. 4.4, the scaling

factor (Equation 3.6) is 24.4, 16.9, 9.4, and 4.4mm. If the source was

at infinity, the scaling factor would have been the back focal length of

the lens system L1 and L2, about 80mm. The spatial frequency spectra

shown are from 3 to 18 times smaller than the spectrum that would have

been measured with the source at infinity. In these images, the phase

plate is not visible. It is within the strong zero order of diffraction and

its size is similar to the visible first order diffraction.

The second and third rows show the phase contrast images of the line

grating and of the number 3 objects. The illuminated part of the object,

the field of view, is linearly related to the source to object distance z1−d,

in the geometric approximation. These images show the illuminated part

of the object with a good contrast for all source to object distances z1−d,

superimposed on a spatially varying background light intensity.

The fourth row shows the background light distribution, that is the
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-460 -305 -163 -74

Fig. 4.4. Effect of the source to object distance. Each column
shows images obtained with the object located at an optical dis-
tance given at the top (optical units) from the source. The first
row shows the spatial frequency spectrum of the line grating ob-
ject (logarithmic scale). The second and third rows show the
phase contrast images of the line grating and of the number 3.
The fourth row shows the background light distribution. The
fifth and sixth rows show the difference between the phase con-
trast images and the background images with rescaled grey levels.
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zero order of diffraction. This light distribution is the Fresnel diffraction

pattern, in the image plane O′, of the diaphragm aperture filtered by

the phase plate. This light distribution is smooth close to the centre

and shows ring features that are prominent at the edge. At an optical

distance of −163 and −74 o.u., a small amount of aberration is revealed

by the asymmetry of the ring pattern.

The fifth and sixth rows show the difference between the phase con-

trast images and the background images with rescaled grey levels. These

images demonstrate what can be achieved when the background light

distribution is known.

In Fig. 4.5, vertical line profiles (average of 5 pixels) through the

phase contrast images of the line grating object (Fig. 4.4 second row),

through the background light distribution (Fig. 4.4 fourth row), and

through the differential images (Fig. 4.4 fifth row) are shown. The con-

trast of the phase contrast image and the variation of intensity across

the field of view can be observed. In the third row, the profile corre-

sponding to the differential image, the modulation of the contrast by the

background light intensity is visible. The fourth row shows that the nor-

malised image—the image divided by the background—has a constant

contrast across the field of view and that the contrast does not depend

on the source to object distance.

The image shows a good contrast as long as the diffracted light passes

outside of the phase-shifting area of the phase plate. This can be ob-

served by using a phase plate with a large phase-shifting area. In Fig. 4.6,

the radius of the phase-shifting area is b = 160µm. The images A and

B show the spatial frequency spectrum of the line grating object (sat-

urated). In these images the disc, which was illuminated with a light

emitting diode from the side, is visible. In A, the diffracted light passes

outside of the disc. In B, the first order of diffraction passes inside of

the disc. The images C and D are the corresponding phase contrast

images. The image C is similar to the images in Fig. 4.4. The image D

is the high-pass filtered image of the line grating object, where the first

harmonic is suppressed.

4.2 Reflection

The geometry used in this experiment is directly relevant to in situ reti-

nal imaging. The optical path is broken in two paths, an illumination
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Fig. 4.5. The first row shows the intensity profile through the
phase contrast image of the line grating (Fig. 4.4 second row).
Each profile is an average of five-pixel columns. The second row
shows the profile through the background image (Fig. 4.4 fourth
row). The third row shows the difference between the data of the
first row and the data of the second row (Fig. 4.4 fifth row). The
fourth row shows the data of the third row scaled by the data of
the second row.
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A B

C D

Fig. 4.6. High-pass filtering by the phase plate. A and B show
the spatial frequency spectrum of the line grating object (satu-
rated) and the phase-shifting area of the phase plate. C and D
show the corresponding phase contrast images. The source to
object distance is approximately -250 o.u.

and an observation. For illumination, the light from a laser source is

focused by an objective lens onto a diffusing surface, creating a sec-

ondary source. For observation, the light from the secondary source

trans-illuminates the object and it is used to form the phase contrast

image. The number 3 object described in Section 4.1 is used. A phase

plate with the same geometry as the one described in Section 4.1 is used,

except that the thickness of the phase-shifting disc is 170 nm, producing

a phase shift of about 0.72 rad at λ = 675nm, about 41◦.

Optical setup

A drawing or the main components of the optical setup is shown in

Fig. 4.7. A collimated beam, from a laser diode emitting at 675 nm,

is transmitted through a 50/50 cube beam splitter BS. The achromatic

lens L1 (f = 100mm) focuses the light through the phase object O

onto a piece of white paper. The illuminated part of the paper is a

secondary light source σ. The light from σ is transmitted through the

object O, the lens L1, and the diaphragm D. The light is reflected by
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Fig. 4.7. Setup for phase contrast imaging in reflection. The
light from a collimated beam is transmitted by the beam splitter
BS and focused by the lens L1 on a white paper. The illuminated
spot forms a ‘secondary’ source σ. The light back scattered from
σ trans-illuminates the object O. The lens system L1 and L2,
limited by the diaphragm D, images the source σ on the phase
plate PP and the object O is imaged at O′.

the beam splitter BS towards the lens L2, which is an infinity corrected

microscope objective (MPL 10×, Olympus Corp., Japan) with a focal

length of 18.0mm and a numerical aperture (NA) of 0.25. The lenses L1

and L2 form an image of the the source σ onto the phase plate PP, and

they form an image of the object O at O′. The radius of the phase plate

is b = 10µm. An additional relay system is used to image O′. This

system consists of two achromatic lenses with infinite conjugate ratio

and a focal length of 50 and 200mm.

To reduce the amount of unwanted light reflection, a few steps were

taken. The incoming beam diameter was limited, within the illumination

part, to a diameter slightly smaller than the diameter of the aperture of

D. In the relay system, another diaphragm was conjugated with D. The

object O was tilted at about 80◦ from the optical axis. Furthermore, the

speckle pattern was averaged by moving the paper during the acquisition

period of the CCD camera.
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Fig. 4.8. Images of the number 3 object obtained in reflection.
The object is located at an optical distance of −85 o.u. from the
source. Left, without phase plate, the sharp edge of the object are
visible dues to the low-pass filtering of the optical system. Right,
with phase plate, the object appears darker than the background.

Results

The phase object was imaged with and without the phase plate. The

object was located at an optical distance of −85 o.u. Figure 4.8 shows

an image of part of the object obtained without the phase plate (left)

and with the phase plate (right). The image without the phase plate

reveals the phase discontinuities of the phase object through the normal

low-pass filtering due to the limited aperture of the optical system used.

The image with the phase plate shows a phase contrast image of the

object where the number 3 appears darker than the background. The

contrast for the central part of the number 3 is about 14%.

The contrast of the number 3 in the image shown in the left side of

Fig. 4.8 is reversed compared with the contrast shown in Fig. 4.4. Both

images were acquired with the same object and with phase plates of the

positive contrast type. Possible explanations for this contrast reversal lie

in the difference in coherence of the illumination light due to scattering

and the illumination geometry, or to some double pass effect.

4.3 Thick phase object

In this experiment, phase contrast images are obtained through a thick

phase object. The optical system works in transmission and the thick

object is a sample from a retina.
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Phase object

I had access to different samples of retina, kindly provided by Profes-

sor Peter Dockery (Department of Anatomy, NUIG). Pig eyes fixed in a

formaldehyde solution were obtained from an off-campus source. Each

eye was cut open and the fixed retina, which has a consistency similar

to a tissue paper, was peeled off from the eye fundus. The retina sep-

arates from the fundus between the photoreceptor outer segments and

the retinal pigment epithelium [13]. The retina was mounted flat on a

microscope slide. Its appearance was whitish probably due to the effect

of the fixative on the retina. The fixed retina scatters the light and

phase contrast images could not be obtained.

It was not practicable to obtain ‘fresh’, i.e., unfixed, retinas from

the pig with minimal post-mortem alterations. On-campus, a few rats

are euthanized every week for the needs of different research groups.

Professor Dockery obtained fresh eyes from albino rats and extracted

the retinas. The fresh rat retina appears more transparent than the

fixed pig retina. The fresh retina, however, is difficult to manipulate, as

it has the consistency of gel.

The rat retinas were mounted on a glass cover slip, immersed in a

glycerin solution, and covered by another cover slip. The edges were

sealed using a nail varnish. The mounted retinas reached the optical

bench about two hours after the animal death, and the imaging session

lasted for another two hours.

Optical setup

A drawing of the optical setup is shown in Fig. 4.9. A laser diode

emitting at a wavelength of 675 nm is coupled into a single mode fibre,

the tip of which is the source σ. The source is imaged on the left side (in

Fig. 4.9) of the thick object O by the relay system consisting in lenses

L1 and L2. The lenses L1 and L2 are achromats with infinite conjugate

ratio working on axis with focal length of 25mm for L1 and 16mm for

L2. The lens L2 has a clear aperture radius of 3.5mm. It is working at

an f -number of 2.3 and probably introduces some aberrations.

The microscope arrangement (L3 and L4) conjugates the image of

the source σ (left side of O) with the phase plate PP. This arrangement

images the right side of the object O at O′. The lens L3 is an infinity

corrected microscope objective (MPL 10×, Olympus Corp., Japan) with
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replacemen

σ PPO O′L1 L2 L3 L4

Fig. 4.9. Transmission setup for phase contrast imaging of a
thick phase object. The source σ is the tip of a single mode opti-
cal fibre. The lens system L1 and L2 images the source σ on one
side of the object O (left side in the drawing). The microscope
system L3 and L4 conjugates the left side of the object O, i.e.,
the image of the source σ, with the phase plate PP and the right
side of the object O with O′.

a focal length of 18.0mm and a numerical aperture (NA) of 0.25. The

lens L4 is an achromat with a focal length of 120mm.

An additional relay system (not shown in Fig. 4.9) with unit mag-

nification conjugates the plane of interest with a CCD camera. The

transverse magnification of the system was measured for different ob-

ject positions using a graduated scale.

Both the lens system (L1 and L2) and the object O are mounted on

two independent translation stages. For the experiments, the lens system

(L1 and L2) was axially translated such that the image of the source σ is

conjugated with the phase plate, and this with the light passing through

an object with an equivalent optical path as the mounted retina (side of

the sample mount). To axially position the object, Indian black ink was

deposed on a small area of the cover slip facing the source (Fig. 4.10).

The surface of the cover slip was positioned at the focus of the beam

using the knife-edge technique. Then the object O was translated axially

to bring the left side of the object O at the focus taking into account the

refractive index difference between air and the cover slip material [228].

In practice, the images were obtained at source to object distance

greater than the thickness of a retina. It is not clear whether the retina

was folded, and therefore thicker, or whether the alignment procedure

was imprecise.
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Fig. 4.10. Illustration of the thick phase object mounted be-
tween two cover slips and of the alignment procedure using the
knife-edge technique. Left, The front surface of the cover slip is
located at the beam focus. Right, The front surface of the object
is at the beam focus. The object was moved to the left and up.

A B

C D

Fig. 4.11. Images of a rat retina; (A and B) without phase plate,
(C and D) with the phase plate. The images A and C show the
same area of the retina and they were obtained at a source to
object distance of about −860 o.u. The image B and D show
another area of the retina and they were obtained at −260 o.u.
The scale bars represent a length of 50µm.
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Fig. 4.12. (left) Part of the images A and C from Fig. 4.11 with
an horizontal area passing through a contrasty feature in image
C, (right) corresponding horizontal line profile of intensity given
in arbitrary unit. The dark feature in image C has a contrast of
approximately 50% computed between the two horizontal lines
shown in the line profile. This feature presents no contrast in
image A.

Results

Samples images of a rat retina are shown in Fig. 4.11. The images A

and B were obtained without the phase plate. The images C and D were

obtained with the phase plate. The images A and C show the same area

of the retina. They were obtained at a source to object distance of

−860 o.u. The images B and D show another area of the retina. They

were obtained at a distance of −260 o.u. The four images have a width

of 500 pixels and are displayed without post-processing.

The images C and D, obtained with the phase plate, present con-

trasty features not visible in the images A and B. The left side of Fig. 4.12

shows part of the image A and C with an horizontal line passing through

one contrasty feature. On the right, the corresponding line profile for the

image A and C is shown. In the image A, there is no visible change in

the measured intensity. In the image C, the feature presents a contrast

of about 50%. These features are present over the full field of view, but

their visibility decreases away from the centre following the decrease of

the background light intensity.
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C D

Fig. 4.13. Phase contrast images from Fig. 4.11 (C and D) after
post-processing. The image D was rescaled. The scale bars repre-
sent a length of 50µm and the arrows point to features discussed
in the text.

In Section 4.1, the background light intensity in the absence of the

object was known and this information was used to obtain a constant

background level by post-processing. For the images of the rat retina,

the background light intensity in the absence of the retina is not known.

As an approximation, the background was flattened using the intensity

distribution in the images A and B. The centre of the light distribu-

tion was found by cross-correlation of the image with a two dimensional

Gaussian distribution. The radial intensity profile was calculated using

all the pixels. This profile was averaged over radial bins of 10 pixels.

The averaged profile was fitted with a Gaussian function

f(r) =
C1√
2πσ2

exp

[

−1

2

r2

σ2

]

+ C2, (4.2)

where r is the radial distance, and C1, C2, and σ are free parameters.

The images C and D shown in Fig. 4.11 were flattened and the result is

shown in Fig. 4.13.

The arrows in image C point toward dark disc-like features, some

with a bright centre. These features are between 8 and 18µm wide and

may be related to neural cells. In the image D, dark area exists, but

they seems to be made up of a cluster of smaller features, as pointed by

the arrows, with a width of about 8µm. The small bright features seen

in the dark area at the centre of the image C might be speckles. The

bright annulus seen at the edge of the field of view in the image D is an
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artifact from the post-processing.

4.4 Discussion

The experiments described in this chapter demonstrate that phase con-

trast images can be obtained using the original geometry proposed in

Chapter 3, i.e., using the light back-reflected from a diffuser located

at a finite distance from the object. This geometry for phase contrast

imaging was patented [3].

The results obtained in the first experiment—using a point source

at a variable distance from the object—confirmed the validity of the

theoretical description given in Section 2.5 for an ideal point source. In

particular, both the spatial spectrum and the field of view scale with

the source to object distance, the diffracted light passing through the

phase-shifting area of the phase plate does not contribute to the image,

and the contrast of the image remains essentially constant, as long as

the diffracted light is not shifted by the phase plate. The phase con-

trast method of Zernike works with a large departure from the usual

collimated wave illumination.

In the second experiment, phase contrast images were obtained using

the light back-reflected from a diffuser as a secondary light source. This

result shows that phase contrast images can be obtained in a geometry

similar to the eye and using the light from a diffuse secondary source.

In the third experiment, some features were made visible in phase

contrast images of the retina of a rat. In this experiment, the light is

transmitted through the full retina, a thick phase object. The interpre-

tation of the phase contrast images is complicated by the nature of the

object. In particular, the observed phase variations were accumulated

along the optical path through the full retina. These images contain

information from the object at different depths projected with different

transverse magnifications onto a two dimensional plane. In addition,

the unfixed retinas have undergone some post-mortem changes, which

affect the optical properties of the tissue. The interpretation of these

images could be facilitated by co-localising with images of fluorescence

marked cells. The question of the interpretation was postponed until

phase contrast images of the human retina are obtained in situ. The

contrast enhancement obtained in this experiment demonstrates that

phase contrast images can be obtained with light transmitted through
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a thick inhomogeneous object.

The results obtained in this chapter demonstrate that the proposed

geometry works with a diffuse secondary source and with light transmit-

ted through a thick phase object. These two conditions are met in the

experiments with human subject described in Chapter 5.
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5

Experiments

with human subjects

In Chapter 3, phase contrast imaging was discussed for a simple eye

model. It was found that to image the ganglion cells with an optimal

contrast, i.e., for a complete separation in the output pupil plane be-

tween the diffracted and the direct light, the secondary source should

be smaller than approximately 11µm. It is possible to control the light

incident on the eye to illuminate a small part of the eye fundus. To

overcome diffraction, the probing beam should be larger than 2mm.

The secondary source, however, cannot be fully controlled. Its extent

depends on the amount of light scattering in the ocular media and on

the light interaction with the tissue of the fundus, including back reflec-

tions by different layers and lateral diffusion. To minimise the size of

the secondary source, I selected:

• Young subjects to minimise intraocular light scattering [229];

• An illumination light with a wavelength strongly absorbed by the

pigments present in the ocular fundus, 543 nm [198];

• A large aperture at the subject pupil, 6.7mm in diameter, with an

adaptive optics system to correct the ocular aberrations.

In this chapter, the design and construction of the fundus camera

and the adaptive optics system are described. The performance of the

camera is analysed. The light distribution of the secondary light source

obtained in four subjects is presented. And attempts to image the inner

retina are described.
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Part of this chapter has been the subject of a publication [230].

The safety of the exposure to pre-corrected laser beams used in the

experiments described in this chapter is discussed in Appendix B.

5.1 Setups for in vivo retinal imaging

The main components of the fundus camera are shown in Fig. 5.1. Start-

ing from the subject’s eye at the top of the drawing, the system consists

of a telescopic arrangement (ophthalmic lens OL and lens L1) which

images the pupil of the subject onto the deformable mirror (DM). After

the DM, the optical system is separated in two parts by the dichroic

beam splitter (DBS), which transmits the long waves (red) and reflects

the short waves (green). One part of the system is for wavefront sensing

and the other part is for fundus imaging.

Closed-loop adaptive optics system

The adaptive optics system is built with the same deformable mirror

DM and wavefront sensor (WS) geometry as the system developed by

Dalimier et al. [231], which was itself based on earlier works [73,80].

For wavefront sensing, the laser beam B1, coming from a laser diode

(not shown in Fig. 5.1) emitting at 675 nm, is focused on the eye fun-

dus from a 1-mm diameter pupil located 2-mm off-axis. The power of

the beam B1 at the cornea is less than 4µW. The light back scattered

from the fundus exits the eye pupil. This pupil is conjugated with the

deformable mirror DM and the Hartmann–Shack wavefront sensor WS.

At the wavefront sensor, the beam is spatially sampled by an array of

lenses with a diameter of 0.2mm and a focal length of 7.5mm. At the

cornea, the 6.7-mm pupil is sampled every 0.6mm. An image of the

spots is formed on a CCD camera (Retiga EX, QImaging, USA) by an

unit magnification telescopic arrangement (4f -system) using two achro-

mats with a focal length of 120mm. The CCD camera acquires frames

at a rate of 12 to 18Hz depending on the frame acquisition period.

For wavefront correction, the data from the wavefront sensor is con-

verted, using the pseudo-inverse of the interaction matrix of the sys-

tem [231,232], into the voltage commands used to control in closed-loop

the 35-element bimorph DM (AOptix Inc, USA). The interaction matrix

of the system is composed of columns of measured spot centroids. Each

column contains the centroids measured in response to the activation
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Fig. 5.1. Schematic drawing of the optical system, CCD charge
coupled device, BS beam splitter (90% transmission, 10% reflec-
tion), DBS dichroic beam splitter, L lens, OL ophthalmic lens,
B laser beams, DM deformable mirror, WS wavefront sensor

86



of a single actuator. The performance of the deformable mirror in cor-

recting ocular aberrations was assessed by Dalimier and Dainty [233].

The calculated average root mean square (RMS) wavefront error was

60 nm, after correction of generated ocular aberrations over a pupil di-

ameter of 4.8mm. These ocular aberrations were generated using the

wavefront statistics obtained by Thibos et al. from a population of 200

young subjects with well corrected defocus and astigmatism [61].

Compared to the adaptive optics system of Dalimier [232], the cur-

rent system uses a slightly larger aperture diameter in the subject pupil,

6.7mm instead of 6mm, the system has no separated astigmatism cor-

rector, and the probing beam is not scanned.

Retinal imaging

For imaging, a secondary source is created on the ocular fundus from

the light of an He-Ne laser emitting at 543 nm. The light from the

laser passes through a mechanical shutter (LST200, nmLaser Product,

Inc, USA) which controls the exposure duration from a minimum of

about 3µs. The beam is spatially filtered and expanded 16 times (Linos

Photonics, Germany). Its power is controlled by neutral density filters

mounted on a wheel system. The beam passes through an aperture mask

located in a plane conjugated with the subject pupil. This mask limits

the beam diameter and blocks the central area—to avoid light reflections

from the optical components of the system and from the surfaces of the

cornea and the crystalline lens. At the eye pupil, the beam has a annulus

shape with an inner diameter of 2.6mm and an external diameter of

6.7mm. The laser, mechanical shutter, beam expander, neutral density

filters, and mask are not shown in Fig. 5.1.

About 10% of the light from the laser beam (B2 in Fig. 5.1) is re-

flected by the beam splitter BS2 towards the lenses L3 and L2. The

beam is reflected by the dichroic beam splitter DBS and by the de-

formable mirror DM. The shape of the DM is adjusted to minimise the

effect of the ocular aberrations. The beam is transmitted at about 90%

by the beam splitter BS1 towards the lenses L1, the ophthalmic lens OL,

and the subject eye.

The light back scattered by the ocular fundus exits the eye through a

6.7-mm diameter clear aperture. The light returns to the beam splitter

BS2, where it is transmitted at about 90% towards the lens L4 and

the phase plate PP. Not shown in Fig. 5.1, a relay system mounted on
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a translation stage—similar to the one shown in Fig. 4.3—conjugates

the desired image plane with the CCD camera (Rolera-XR, QImaging,

USA).

All the lenses of the system are achromats working at an f -number

of 15. For an emmetropic eye, with an equivalent focal length in air of

17.0mm, each pixel of the camera subtends an angle of 0.20 minute of arc

(arcmin) at the pupil of the eye, an angle corresponding to approximately

1µm at the retina.

The subject was asked to bite into a dental impression mounted on

a three-axis translation stage. The subject pupil was aligned with the

system with the aid of a pupil monitor (not shown in Fig. 5.1). The

ocular aberrations were measured with the wavefront sensor. The tip

and tilt was minimised by adjusting the incident angle of the wavefront

sensor probing beam B1. The defocus was minimised by axially trans-

lating the subject eye and the ophthalmic lens OL relative to the rest

of the system. Due to the longitudinal chromatic aberration of the eye,

the beam B2 is not focused in the same plane as the wavefront sensing

probing beam B1. To correct for the longitudinal chromatic aberration

and more generally to vary the conjugation of the beam B2 relative to

the beam B1, the lens L2 was axially translated.

5.2 Performance of the adaptive optics system

The performance of the mirror, the calibration of the wavefront sensor,

the measured point-spread function (PSF) of the system, and some re-

marks on the adaptive optics system performance on subject eyes are

described here.

The deformable mirror

In addition to the 35 actuators, the deformable mirror has two global

actuators that control the overall shape of the mirror. The mirror used

by Dr. Dalimier was set by the factory to be ‘flat’ when turned on. In

addition, the non-linear response (surface changes) of the electrodes are

compensated by the software. The surface of the mirror used for this

work was measured using a commercial Twyman–Green interferometer

(Fisba Optik, Switzerland). It was found

• that the mirror is not flat,
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• the actuator response is not linear with the command, and

• the mirror resets itself when a high voltage is applied.

The commands needed to be sent to the two global actuators to flatten

the mirror were found by trial and error. The non-linearity was mea-

sured for the central actuator. In closed-loop operation with a moderate

gain, the non-linearity slows down the response time of the system. A

correction of the non-linearity by the software was not attempted. The

response time of the closed-loop system was not measured. The fact that

the mirror reset itself was more problematic. The company informed us

that it was a new security feature. When an actuator command is above

90% of its range for about 10 seconds, the mirror is reset. To avoid loos-

ing control of the mirror, the command was limited to 90% of the range.

The influence functions of the 35 actuators were measured using a

command at 25% of the maximum. The calculated maximum stroke of

the different actuators is comparable to the mirror used by Dalimier and

Dainty [233].

The wavefront sensor calibration

The subject eye is replaced by an incident collimated beam, a point

source whose light is collimated by a 80-mm focal length achromat. The

interference fringes seen on the shear-plate, used to check the beam

collimation, showed no sign of aberration. This collimated beam is used

to measure the aberrations of the system. By axially translating the

ophthalmic lens OL, a known defocus is added to the system. The

calibration data is obtained by measuring the wavefront aberrations for

different known defocus.

Aberrations of the system

In order to test the optical quality of the optical system including the

presence of non-common path errors, the single-pass point-spread func-

tion (PSF) of the illumination path and the single-pass PSF of the obser-

vation path were measured separately. First, the adaptive optics system

was used to correct the aberrations measured by the wavefront sensor

using a collimated beam instead of the subject’s eye (as for the wavefront

sensor calibration).

For the illumination path, the subject’s eye was replaced by an achro-

matic lens with a focal length of 16mm and the PSF was re-imaged on
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Fig. 5.2. (left) Single pass PSF image of the system illumination
(top) and observation (bottom). On the right, the corresponding
radial intensity profile are shown. The intensity is given in the
CCD camera analog to digital counts, ADU. The image width is
4.0 arcmin.

the CCD camera (Rolera XR, QImaging, USA) using a 50x microscope

objective. Figure 5.2 (top) shows an image of the single-pass PSF and its

radial profile. The half width at half maximum (HWHM) of this profile

was found to be 0.146 arcmin using a fit of the function [2J1(v)/v]
2. This

value is very close to 0.143 arcmin, the HWHM of a diffraction limited

PSF. As seen by the height of the first ring, some small aberrations are

present. These aberrations are probably introduced by the achromatic

lens used as artificial eye, which is not part of the setup. This lens is

working with an f -number of 2.4 compared to 15 for the lenses of the

system. This assumption was not verified. The effect of the central

obscuration was not considered.

To measure the PSF of the observation path, the subject’s eye was

replaced by a plane wave—a point source collimated by a 80-mm focal

length achromat—and the PSF was recorded by the system CCD cam-

era. The system was designed to sample the retinal image at the Shan-

non’s critical frequency. The fine structures of the diffraction limited

PSF are, therefore, under sampled (Fig. 5.2 right). Most of the inten-

sity is within a radius of 0.5 arcmin (fit gives a HWHM of 0.22 arcmin).

The observation path is identical to the illumination path except for the

beam splitter BS2, the lens L4, the phase plate PP, and the relay system.
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As the beam splitter BS2 and the phase plate PP have a surface peak to

valley figure given at 63 nm and the lenses are working at an f -number

of 15, the single-pass PSF of the observation path is likely to be close to

diffraction limit.

Measurements of ocular aberrations

It is impossible to prove that the adaptive optics system is correcting all

the ocular aberrations. Only the correction of the measured aberrations

is known to within a measurement error.

All the experiments with the human subjects were performed with

the help of Dr. Dalimier. From her experience with a similar adaptive

optics system, she was able to tell when the system was not performing

well. A series of observations is consistent with a correctly working

adaptive optics system.

• When the adaptive optics loop is closed, the amount of measured

wavefront aberrations decreases to about 0.1 µm root mean square

(RMS) without tip and tilt, a level comparable to the level ob-

tained with similar adaptive optics systems [71,92] (see Fig. 5.3).

• The measured aberrations were stable and the command vector,

visualised at run-time, showed similar features between successive

measurements. The same amount of static aberrations seems to be

corrected at each trial. In addition, this indicates that the random

and time-varying speckle noise did not dominate the measured

signal.

• At most, only a few actuators were saturated. This was achieved

by correcting an appropriate number of mirror modes ranging from

23 to 27.

• The width of the measured secondary source decreased after adap-

tive optics correction of the aberrations, see Section 5.3, Fig. 5.4.

We are, therefore, confident that the adaptive optics system was working

as well as other single mirror closed-loop adaptive optics systems.

5.3 Images of the secondary source

In this thesis, the image of the secondary source is important for phase

contrast imaging. Such images have been obtained since 1955, to obtain
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the single-pass modulation transfer function (MTF) of the eye, at first

using a slit source [234–237] and later using a point source [238–242].

The double-pass line (or point) spread function is related to the single-

pass spread function by the autocorrelation operation [243,244], assum-

ing a negligible amount of scattering in the ocular media and a negligible

contribution from the eye fundus, i.e., that the eye fundus acts as a per-

fect single layer diffuser. This last assumption has been discussed in

most papers on the double-pass techniques and it is still debated.

One group of studies shows data consistent with the presence of a

significant amount of light scattering. Williams et al. [241] and Liang

and Williams [240] compared the MTF obtained from wavefront sensor

measurements, interferometry—the method of Le Grand [245,246] which

consists in forming interference fringes at the retina from two coherent

point sources conjugated with the subject pupil—and the double-pass

point-spread function (PSF) using a red probing beam (λ = 633nm).

They obtained the highest MTF from the wavefront sensor data. The

MTF from the double-pass PSF data was the lowest. Using a green

probing beam, the MTF from the double-pass PSF data was similar

to the MTF obtained from the interferometric data. Gorrand et al.

obtained the MTF of the eye and a function characterising the retinal

scattering from two interferometric double-pass measurements [247–249]

assuming that the light back reflected from the ocular fundus is spatially

incoherent. This assumption probably holds as the acquisition time of

the measurements was 0.2 second, a value which allows some wandering

of the retina. These authors found that the scattering function was

minimal at the foveola and that it increases rapidly with eccentricity.

Based on this result, Gorrand et al. wrote that ‘the modulation transfer

function of the optics of the eye deduced from measurements with the

areal image must be considered cautiously ’ [249].

Another group of studies shows data consistent with the assumption

of a negligible contribution from light scattering. Rodr̀ıguez and Navarro

[242] compared the MTF obtained from wavefront sensor measurements

with the MTF obtained from double-pass PSF measurements using a

green probing beam (λ = 532nm). In a group of young subjects (mean

age: 28 years), the MTF obtained from the two methods were identical.

For the two other groups (mean age: 42 and 65 years), the MTF obtained

from the double-pass measurements were slightly lower than the MTF

obtained from the wavefront sensor measurements. Artal and Navarro
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[250] measured simultaneously the double-pass PSF at the foveola and

at 1◦ of eccentricity using a red probing beam (λ = 633nm). At 1◦

of eccentricity, the retina is somewhat thicker than at the foveola. The

MTF at 1◦ of eccentricity was systematically lower than the MTF at the

foveola, the magnitude of the difference being similar to the measurement

standard error. These authors wrote that the retina has a small effect

on the double-pass PSF. In addition, they measured in one subject the

amount of light detected as a function of the pupil diameter and they

found it to be consistent with a reflecting surface.

Measured double-pass PSFs obtained before and after adaptive op-

tics (AO) correction were presented by three groups [73,153,251], using

a probing beam diameter at the subject pupil much smaller than the

corrected pupil. Two of these papers reported qualitatively a tightening

of the double-pass PSF after AO correction [73, 153]. Vargas-Mart̀ın

et al. [251], measured the peak intensity of the double-pass PSF before

and after AO correction in two subjects. The peak intensity increased by

74 and 46% but it remained below the expected value for a diffraction

limited pupil.

Here, I report on the double-pass PSF measurements before and after

AO correction using a large ring-shaped input pupil and a large output

pupil of 6.7mm diameter.

Methods

Four subjects, one female and three males, aged between 25 and 36

years participated in this experiment. The subject A has hazel-brown

pigmented eyes, the subject B has darkly pigmented eyes, and the two

subjects C and D have lightly pigmented (blue) eyes. All eyes had

spherical ametropia smaller than ±2 dioptres and less than 1 dioptre

of astigmatism. The measured eye was dilated using 1% Tropicamide

drops.

Through-focus series of double-pass PSF were obtained from images

taken at five different focus depths, in random order. These different

focus settings correspond to the axial position -60, -30, 0, 30, 60µm—

in the retina—relative to the position that gave the narrowest double-

pass PSF in preliminary measurements in subject A. Three series were

obtained. For the series

1. the beam was at the foveola with AO correction,
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2. the beam was at the foveola without AO correction,

3. the beam was at 2◦ of eccentricity (1.4◦ nasally, 1.4◦ superior) with

AO correction.

For each series and at each focus depth three double-pass PSFs were

obtained as follows. The subject was asked to bite a dental impression

attached to a three-axis translation stage. After alignment of the subject

pupil, the amplitude of the tip, tilt, and defocus terms read by the

wavefront sensor were minimised by adjusting the incidence angle of

the wavefront sensor probing beam (tip, tilt) and by axially translating

OL and the subject head (defocus). Then the subject was asked to

blink, the AO loop was closed for 30 wavefront sensor frames, the AO

correction was frozen, and a double-pass PSF image was acquired using

an acquisition time of 1 s and a power at the cornea of 80 nW. Following

each exposure, the subject could blink normally and the deformable

mirror was reset. After the third exposure, the subject removed his head

from the instrument. For series 2, the series without AO correction, the

deformable mirror was set to correct the aberrations of the system and

the operator waited about three seconds after the blink before taking

the exposure.

The double-pass PSF images were analysed as follows. For each

frame, a constant bias level obtained from an unexposed corner of the

CCD camera was subtracted. Then the centre of the light distribution

was found by cross-correlation with a 1-arcmin half width at half maxi-

mum (HWHM) Lorentzian function,

L(r) = C
w

w2 + r2
, (5.1)

where C is a constant and w is the HWHM. The distance (visual angle)

from the centre of the light distribution to each pixel was computed

and a plot of the radial intensity distribution was generated assuming

rotational symmetry. A Lorentzian function was fitted to the radial

intensity data, up to r = 20arcmin, to obtain w, the HWHM of the

double-pass PSF.

The measured double-pass PSFs were compared with the double-pass

PSFs reconstructed from the wavefront sensor measurements using the

data from the last 10 measurements preceding each frame acquisition.

For each wavefront sensor measurement, the wavefront was obtained

from a least-square fit using 35 Zernike modes [141, 231]. Assuming an

94



unit amplitude across the full pupil, the wave was propagated to the eye

fundus and the single-pass PSF were obtained from the square modulus

of the field. These 10 single-pass PSF were averaged. The double-pass

PSF was obtained from the autocorrelation of the averaged single-pass

PSF [243] assuming a delta-correlated scattering at the retina [244]. The

reconstructed double-pass PSFs showed more radial variations than the

measured double-pass PSFs. Therefore, instead of plotting all pixel val-

ues, the mean radial profile was generated by averaging over 0.025 arcmin

radial bins. The HWHM of these profiles was taken to be the radial bin

that held the value the closest to the half maximum.

For comparison, the double-pass PSF of a diffraction limited optical

system was obtained by autocorrelation of the diffraction pattern, the

Airy disc. For our experimental setup, the diffraction limited double-

pass PSF has a width w = 0.19 arcmin. For the calculation of both, the

reconstructed double-pass PSF and the diffraction limited double-pass

PSF, the annular shape of the input pupil was not taken into consider-

ation.

Width of the secondary source

Without AO correction, the root mean square (RMS) wavefront aberra-

tion, without tip, tilt, and with minimised defocus, was 0.59, 0.36, 0.96,

0.41 µm for subject A to D, respectively (average of 30 frames acquired

in a single recording). A set of results obtained with AO correction is

shown in Fig. 5.3. These data were obtained from one of the three mea-

surements of series 1 at a focus position of 0µm. The first line shows

the RMS wavefront aberration obtained during AO correction and its

average value over the last 10 recordings. This value is the RMS residual

wavefront aberration after AO correction as measured by the wavefront

sensor. The second line shows the measured double-pass PSF and the

third line shows its radial profile with the Lorentzian fit and width w in

arcmin. The fourth line shows the reconstructed double-pass PSF and

the fifth line shows its radial profile with w in arcmin.

The mean residual wavefront aberrations for all the measurements

was 0.087 ± 0.016 µm (± standard deviation) ranging from 0.052 to

0.127 µm (N = 120). The mean residual aberration for each subject

(A to D) was 0.097, 0.085, 0.097, and 0.072 µm.

Figure 5.4 shows the width of the double-pass PSF. The three mea-

surements obtained at each focus depth were averaged.
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Fig. 5.3. Typical results obtained for the four subjects A to D
(series 1, 0µm). The first line shows the RMS wavefront aber-
ration during AO correction. The following lines show the mea-
sured double-pass PSF image (second), its radial profile of inten-
sity with the Lorentzian fit (third), the reconstructed double-pass
PSF (fourth) and its radial profile (fifth), all related to the WS
data of the first line. All PSF images have a width of 8 arcmin.
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• The black squares represent the width of the measured double-pass

PSF for series 1 (at the foveola with AO correction).

• The black triangles show the width obtained for series 2 (at the

foveola without AO correction).

• The open squares show the result of series 3 (at 2◦ of eccentricity

with AO correction).

• The circles show the width of the reconstructed double-pass PSF

of series 1 (black) and series 3 (white).

• The horizontal dashed line represents the width of the diffraction

limited double-pass PSF.

The width of the measured double-pass PSFs with AO correction (series

1) shows a broad minimum around the axial position 0 and 30µm for

subjects A, B, and C. For the subject D, the minimum width was mea-

sured at the axial position 60µm. Without AO correction, the width

of the double-pass PSFs of subject C decreases monotonically from the

axial position -60 to 60 µm, possibly due to the uncorrected astigmatism.

The width of the minimum double-pass PSF obtained within each

series is reported in Table 5.1. The following results can be noted.

• The width obtained with AO correction (series 1) was always less

than the width obtained without AO correction (series 2). The

width with AO correction was 48, 67, 53, and 74% of the width

without AO correction.

• The minimum width of the measured double-pass PSF for subject

C and D is about 50% larger than the width obtained for subject

A and B.

series A B C D

1 1.09 ± 0.02 1.23 ± 0.06 1.70 ± 0.08 1.67 ± 0.06

2 2.32 ± 0.09 1.81 ± 0.08 3.25 ± 0.05 2.35 ± 0.02

3 1.67 ± 0.15 1.58 ± 0.04 1.74 ± 0.03 1.85 ± 0.09

Table 5.1. Minimum width w (HWHM) in arcmin of the mea-
sured double-pass PSFs obtained for each series and each subjects
(mean ± standard deviation, N = 3).
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Fig. 5.5. Time frame for the analysis of the aberration evolu-
tion. A represents the ten frame used to measure the corrected
wavefront aberration. B represents the ten frame used to measure
the wavefront aberration during the time period corresponding to
the double-pass PSF frame acquisition. C represents ten frames
a short time after the double-pass PSF frame acquisition.

• The width of the measured double-pass PSF is 5.8 and 6.3 times

larger than the width of the diffraction limited double-pass PSF,

for subject A and B, respectively, and it is 9 times larger for both

subjects, C and D.

• At 2◦ of eccentricity, the double-pass PSFs were larger than the

ones obtained at the foveola. This difference was larger for the

subjects A and B than for the subjects C and D (Fig. 5.4 open

and filled squares).

• The width of the reconstructed double-pass PSFs after AO cor-

rection are smaller than 0.5 arcmin (most around 0.2 arcmin), only

marginally wider the the diffraction limit (Fig. 5.4).

Additional analysis and experiments

The wavefront sensor data and its relation with the width of the double-

pass PSF is further analysed and additional experiments are performed

on subject A.

Wavefront aberration during 60 wavefront sensor frames. To

test whether the ocular aberrations during the acquisition of the double-

pass PSF images was different from the aberrations measured at the end

of the period of AO correction, the wavefront aberrations was measured

during 30 frames with AO correction followed by 30 frames with frozen

correction (see Fig. 5.5). The frames were acquired at 15Hz. The last

frame was acquired 4 to 5 seconds after the blink. During the acquisition
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Fig. 5.6. Time sequence of the 15 wavefront aberration measure-
ments, (top, left) RMS aberration, (top, right) Zernike defocus
term, Z4, (bottom, left) oblique astigmatism Z3, (bottom,right)
horizontal/vertical astigmatism, Z5. The three periods consid-
ered in the text are marked A, B, and C.

period, the tear film is evolving. On average, after an initial stabilising

period, its contribution to the aberration increases with time [191]. Fur-

thermore, from frame 30 to 60, the dynamic aberrations of the eye are

not corrected.

The experimental conditions described for the measurements on the

four subjects were repeated. After alignment, the subject was asked to

blink. A sequence of 60 frames was acquired and the subject was asked

to blink a few times. Two other sequences of 60 frames were acquired

similarly, and the subject removed his head from the instrument. These

measurements were repeated five times.

For analysis, the aberration obtained for the frames 21 to 30, period

A, for the frames 31 to 40, period B, and for the frames 51 to 60, period

C, were considered (see Fig. 5.5). All the RMS wavefront aberrations

reported, thus far, were measured during the period A. The period
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period frames mean ± standard error

A 21–30 0.110 ± 0.003

B 31–40 0.117 ± 0.005

C 51–60 0.119 ± 0.005

Table 5.2. Mean ± standard error of the mean of the measured
RMS wavefront aberration (in µm) during the three periods A,
B, and C (N = 15).

B corresponds to the period used to record the double-pass PSF. The

period C corresponds to a later period.

The time sequence of the RMS wavefront aberration and of three

individual Zernike coefficients (see Appendix A), defocus (Z4), oblique

astigmatism (Z3), and horizontal/vertical astigmatism (Z5) is shown in

Fig. 5.6. The wavefront evolves slowly. Between the three periods A,

B, and C, none of the Zernike coefficients increases markedly. For each

measurement, the RMS wavefront aberration for the three periods was

averaged. Table 5.2 shows the mean and standard error (N = 15) of the

mean of the RMS aberration. It is 0.110µm for the period A, 0.117µm

the period B, and 0.119µm for the period C. These mean values are not

statistically different at a 95% level, within the sensitivity of the test

and of the measurements. The variations of the measured aberration

are too small to explain the width of the measured double-pass PSFs

(see Table 5.1).

Correlation between the RMS wavefront aberration and the

width of the double-pass PSF. To test whether the width of the

double-pass PSF obtained after AO correction is correlated with the

remaining RMS aberration, the data from series 1 was analysed. Con-

founding co-variables are avoided by normalising both the measured

width and the RMS aberration with the mean of the three measure-

ments obtained in the same experimental conditions, i.e., the same axial

position and the same subject. The correlation coefficient between the

two groups of normalised data is 0.04.

Double-pass PSF using co-linear polarisation. As discussed in

Section 3.1, the polarisation properties of the light reflected from the
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ocular fundus is still debated. If the light that forms the tail of the

double-pass PSF has undergone several large-angle scattering events,

then the orientation of its polarisation should be random. Bueno [252]

measured the degree of polarisation in the double-pass PSF image using

a pupil diameter of 5mm and a wavelength λ = 633nm. The degree of

polarisation at the centre of the double-pass PSF was 0.7 and it was 0.3

at an angle of 12 arcmin. This diffuse component may be decreased by

illuminating the fundus with a linearly polarised probing beam and by

blocking the cross-polarised light returning from the fundus.

To illuminate the fundus with linearly polarised light, the probing

beam must pass through the cornea with its linear polarisation oriented

parallel to one of the axes of the corneal birefringence. The orientation

of the corneal birefringence of the tested eye was measured with a device,

built by Dr. Lara-Saucedo, based on a method published by Greenfield

et al. [253]. The corneal birefringence had the same orientation as the

probing beam. Therefore, it was sufficient to place a linear polariser in

the imaging path.

Three double-pass PSF images were acquired after AO correction

with and without linear polariser. The time interval between these

measurements was approximately three minutes. The width (HWHM)

with the polariser was w = 1.25 ± 0.3 arcmin and without the po-

lariser w = 1.20 ± 0.3 arcmin. The mean RMS wavefront aberration

was 0.106 ± 0.005 and 0.099 ± 0.007µm with the polariser and without

the polariser, respectively.

Double-pass PSF obtained without central obscuration. The

central obscuration blocks the back reflections from the components of

the optical system and from the corneal and crystalline lens surfaces. As

the probing light does not enter the eye through the centre of the pupil,

the light is not coupled in the photoreceptors and the contribution from

this layer is strongly reduced.

Whether the light returning from the deeper layers of the fundus is

coupled into the photoreceptors is still a subject of controversies (see

Section 3.1). Assuming that it is not, then the optical Stiles–Crawford

effect—the observed light intensity variation at the exit pupil of the

eye—is only due to the incident light coupled and reflected from the

photoreceptors. If the incident beam is focused on that layer and the

beam is nearly diffraction limited, the double-pass PSF should reveal a
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central core with a width close to the diffraction limit.

When the fundus is illuminated from a small input pupil centred on

the maximum of the Stiles–Crawford effect, the directional component

represents approximately 50% of the total light returning from the fun-

dus [201]. The magnitude of the directional component that could be

measured with the optical system described here can be approximated

as being half of the ratio of the obscured pupil area with the full pupil

area,
1

2

(

2.6

6.7

)2

= 0.075 ≈ 8%.

With such a central core, the selected metric, the HWHM, could strongly

decrease. For phase contrast imaging, however, the ratio of the light

passing within and the light passing outside of the phase-shifting area

of the phase plate would not change significantly.

The central obscuration was removed and three important reflections

were observed. Each reflection converged to a focus in different planes

of the imaging path. A small dot of Indian ink deposed on a parallel

plate was placed at each focus location to block the unwanted light.

Three double-pass PSF images were obtained after AO correction

using different input pupil diameters and an output pupil diameter of

6.7mm. A strong central core was not apparent on the double-pass

PSF. The measured widths were, however, smaller than the width ob-

tained with the central obscuration. The thinnest double-pass PSF

was obtained using an input pupil diameter of 4mm, for which w =

0.70 ± 0.06 arcmin. The graph in Fig. 5.7 shows the mean width w

versus the diameter of the input pupil. The average RMS wavefront

aberration after AO correction was 0.095 ± 0.013µm.

The double-pass PSF images were also recorded using different com-

binations of input and output pupil diameter. The width of these profiles

showed a broad minimum for input and output pupil diameter of 5mm

with w = 0.76±0.12 arcmin. The width obtained for the full pupil diam-

eter (6.7mm) was w = 1.18±0.08 arcmin, a value larger than previously

measured (see Fig. 5.7, 1.00±0.05 arcmin). The average RMS wavefront

aberration after AO correction was 0.091 ± 0.011µm.

Double-pass PSF using a red probing beam. The double-pass

PSF was measured using a laser diode emitting at λ = 675nm with

a power of 3µW at the cornea. The adaptive optics system used an
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Fig. 5.7. Width w (HWHM) of the double-pass PSF obtained
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ter of 6.7mm, in subject A. Error bars represent the standard
deviation of the mean (N = 3).

annular input beam with an external diameter of 7.0mm and an in-

ner diameter of 3.2mm at the subject pupil. The output pupil had a

diameter of 7.0mm without obscuration.

The Hartmann–Shack spots were visually more diffuse than the spots

obtained using a small input beam diameter. The adaptive optics system

was not very stable. The number of corrected mirror modes was set to 15.

The measured RMS aberration after AO correction was 0.13± 0.01µm.

After AO correction, a series of 30 short-exposure frames (20ms)

was acquired at 7 axial positions. For each series, the average frame

was computed, the centre of the double-pass PSF was found manually,

and the vertical and horizontal line profiles were fitted with a Lorentzian

function. The HWHM of the profile were 3.1 and 3.4 arcmin at the best

focus position [254].
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5.4 Phase contrast imaging of the inner retina

To obtain phase contrast images of the inner retina, most of the light

from the secondary source must pass through the phase-shifting area

of the phase plate. With the knowledge that the measured light dis-

tribution of the secondary source follows approximately a Lorentzian

function, it is possible to compute the fraction of light passing within

a given radius and therefore within the phase-shifting area of the phase

plate. I assume that there is no light beyond a radius of 20 arcmin and I

approximate the fraction of light within a radius r by the ratio between

the light passing through a centred area with a radius r and the light

passing through a centred area with a radius of 20 arcmin. The volume

under the rotationally symmetric light distribution with a Lorentzian

radial profile (Equation 5.1) is [255]

2π

∫ r

0
L(r)r dr = πCw ln

[

1 +
( r

w

)2
]

, (5.2)

and the ratio of light within a given radius r is

ln
[

1 +
(

r
w

)2
]

ln
[

1 +
(

20
w

)2
] . (5.3)

The error made by assuming that there is no light beyond a radius

of 20 arcmin is likely to be small. The light distribution beyond that

radius was close to the noise level. It is therefore difficult to estimate

the error made using the measured light distribution. An estimate of

the error can be obtained from the glare function of Vos and van den

Berg [256, Equation 11] using an age of 30 years and a pigmentation

factor of 1, corresponding to blue eyes. The volume below the scaled

glare function from 20 arcmin to 100◦ was less than 1/1000 of the light

within the central 20 arcmin.

A plot of the fraction of light within the radial distance r is shown

in Fig. 5.8 for two light distributions. One distribution has a width w =

0.7 arcmin, a value corresponding to the width of the thinnest measured

double-pass PSF. The other distribution has a width w = 0.19 arcmin

and corresponds to the diffraction limited double-pass PSF. For both

curves, the fraction of light within a given radius increases slowly with

increasing radius. For the measured double-pass PSF, half of the light
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width equals to the width of the diffraction limited profile.

returns within a radius r of 3.7 arcmin.

According to the calculation made in Chapter 3 using a simple model,

i.e., a point source on the diffusing layer and free propagation from

the source to the object, the maximum radius of the phase-shifting

area of the phase plate for complete separation of the diffracted and

un-diffracted light is approximately 5.5µm or about 1.1 arcmin. From

Fig. 5.8, the fraction of the light returning from the eye fundus that

passes through the phase-shifting area is 0.19. This value is far from

optimum. Most of the light misses the phase-shifting area and does not

contribute to the image contrast. At worst, this strong light component

add a ‘constant’ background of light and therefore it reduces the possible

contrast.

Even if the width of the secondary source was equal to the width

of the diffraction limited light distribution, the fraction of light passing

through the phase plate with a radius r = 1.1 arcmin would be only 0.38.
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Fig. 5.9. (Left) image obtained with the phase plate, (right)
without the phase plate, at an eccentricity of 2.5◦ and with a
source to object distance of about 300 µm.

Despite the non-optimum light distribution of the secondary light

source, phase contrast imaging of the inner retina was attempted in

the subject A. Two images of the retina are shown in Fig. 5.9. One was

obtained with phase contrast (left) and the other without phase contrast

(right). These images were taken at an eccentricity of approximately

2.5◦ and with the focus plane located at approximately 300µm from

the source. The input pupil had a diameter of 6.7mm with a central

obscuration of 2.6mm. The output pupil had a diameter of 6.7mm.

Between these two images, there is no visible change in the contrast

of the apparent features. These images are typical of the few images

acquired at different eccentricities and different focus position.

5.5 Discussion

The light distribution of the secondary source measured in the eye of four

young subjects was found to follow approximately a two dimensional ro-

tationally symmetric Lorentzian function, up to a radius of 20 arcmin.

The tightest measured distribution has a half width at half maximum

(HWHM) of 0.7 arcmin, approximately 3.5µm at the fundus. The frac-

tion of the light from the source that passes through the phase-shifting

area of the phase plate is less than 20%, and the effect of the phase

plate on the image is small. The attempts to image retinal cells were

not successful.
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The double-pass PSF

The measured double-pass PSF is very different from the diffraction lim-

ited double-pass PSF computed assuming a negligible contribution from

the light scattering in the eye. Therefore, this assumption is rejected.

The light scattering in the eye together with the residual aberrations

and the back reflections at the different layers from the fundus must

account for the difference.

The reconstructed double-pass PSFs obtained from the wavefront

sensor data are very close to the diffraction limited double-pass PSF.

This result indicates that the residual ocular aberrations after AO cor-

rection are too small to account for the measured double-pass PSF,

assuming that the wavefront sensor is not biased.

The light scattering in the eye comes mainly from the cellular struc-

tures of the cornea, the crystalline lens, the inner retina (part anterior to

the photoreceptors), and the deeper layers including the retinal pigment

epithelium (RPE), the choroid, and the sclera.

• The measurements were acquired in young subjects to minimise

the light scattering from the cornea and the lens. Yet, an unknown

amount of light scattering from the cornea and lens is present.

• The width of the double-pass PSF measured at 2◦ of eccentric-

ity is slightly larger than at the foveola. This difference may be

explained by the light scattering in the inner retina because the

thickness of the retina at 2◦ of eccentricity is about two times larger

than at the foveola. Retinal light scattering is known to exist. It

was measured subjectively by Vos and Bouman [26], it is visible in

the work of Zeimer et al. [84], and it forms the signal measured by

OCT. Another difference between these two sites of measurement

is a difference in the pigmentation of the deeper layers. Weiter et

al. showed that the melanin concentration in the RPE peaks at

the foveola [22]. Yet another difference is the diameter of the cone

photoreceptors, which are larger at 2◦ of eccentricity than at the

foveola [19].

• In the two lightly pigmented eyes, the width of the double-pass

PSF is about 50% larger in the two darkly pigmented eyes. The

colour of the iris reflects the concentration of melanin pigment in

the choroid [198]. This result indicates that the light returning

108



from the choroid contributes significantly to the measured double-

pass PSF, in the lightly pigmented eyes. In the darkly pigmented

eyes, some light returning from the choroid probably contributes to

the double-pass PSF. Geeraets et al. found in ex vivo preparations

from very pigmented eyes that about 5% of the green light is

transmitted through the RPE and the complete choroid [23].

From this discussion, it appears that each source of light scattering adds

a contribution of unknown magnitude to the double-pass PSF. How-

ever, as the interaction of light with the different tissues of the eye is

still poorly understood, three alternative explanations for the measured

width of the double-pass PSF can not be fully excluded.

1. The wavefront sensor might be biased. I cannot prove that it is

not. However, for the four measured subjects, the measured RMS

wavefront aberrations is similar to the RMS wavefront aberrations

obtained with different systems in the laboratory.

2. The width of what I call the secondary source might be the light

diffracted by the object, i.e., the inner retina. This implies that the

retina is not a weak phase object. Although, the approximation

made in Chapter 3 shows that the amount of light diffracted from a

single layer of ganglion cells is small, about 4/1000 of the incident

intensity, this approximation is not valid for a thick inhomogeneous

layer such as the whole retina. A more appropriate estimation

requires precise knowledge of the size and the refractive indexes of

the different cell components. This information is not known.

3. The double-pass PSF may be strongly affected by the forward scat-

tering of light in the eye media, i.e., the cornea and the crystalline

lens. This scattering is usually not measured for visual angles

smaller than 1◦ [257].

For any one of these three arguments to explain the measured double-

pass PSF, its effect must be quite large. If the residual ocular aberrations

were large or if the forward light scattering in the ocular media and in

the inner retina was strong, then it is likely that the cone photorecep-

tor images and our vision will be affected. If, however, most of the

widening of the double-pass PSF is due to scattering occurring behind

the photoreceptors, with a small contribution from the aberrations and
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scattering in the ocular media, then the measured ‘large’ double-pass

PSF is not disagreement with the presented photoreceptor images.

Comparison with previous double-pass PSF measurements

Without AO correction and using 6-mm diameter pupil, early works

obtained line spread functions with width w (HWHM) ranging from 3.1

to 6.6 arcmin using a polychromatic source [236,237]. These values are

larger than the results of series 2 obtained without AO correction (w

ranging from 1.8 to 3.3 arcmin). The longitudinal chromatic aberration

of the eye could explain this difference. Using a 6-mm diameter pupil

and a monochromatic source emitting a 532 nm, Rodŕıguez and Navarro

measured a double-pass PSF with a width of 2.1 arcmin [242]. This

value is within the range of values obtained in series 2 without AO

correction. Using a 3.5-mm pupil and a wavelength of 633 nm, Liang

and Westheimer showed a double-pass PSF with a width of 0.9 and

1.7 arcmin for an x and y profile, respectively [239]. These values are

similar in magnitude to the values we obtained through a large pupil

after AO correction. The diffraction limit for a 3.5-mm pupil is about

two times larger than the diffraction limit for the pupil size used in our

study.

Future directions for retinal imaging

To achieve the narrowest light distribution at the fundus, there may be

an optimum pupil size that balances the effects of the light scattering

and of the out of focus reflections with the effect of diffraction. The

measurements obtained in subject A without central obscuration and

with varying input and output pupil diameter indicate that the optimum

pupil diameter is around 5mm. The gain, however, seems to be limited.

The width of the tightest double-pass PSF was 0.7 arcmin. For phase

contrast imaging, even a double-pass PSF with a width of 0.19 arcmin

may be insufficient due to the Lorentzian behaviour rather than the

absolute width w.

If the scattering of light in the tissue of the ocular fundus plays a

major role in the generation of the Lorentzian shape of the double-pass

PSF, then future work should concentrate on techniques that discrimi-

nate between the light that has undergone multiple scattering events and

the light that has undergone a few scattering events. Such techniques
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include polarisation gating and coherence gating.

Polarisation gating has been used in a diffusing medium with low

anisotropy [258, 259]. The light multiply scattered gradually looses the

memory of the incident polarisation state [260]. The number of scatter-

ing events needed to randomise the polarisation depends on the medium

anisotropy [258, 261]. A medium with large scattering particles has a

large anisotropy and more scattering events is needed to randomise the

polarisation. In the eye, large particles are present, such as the melanin

granules with size ranging from 1 to 3µm [13] and the red blood cells

with diameter of about 8µm for a thickness of about 2.7µm [262]. The

polarisation is mostly preserved [32], and the measured polarised double-

pass PSF was not different than the double-pass PSF measured using all

the light from the fundus (in subject A). Based on these observations,

polarisation gating may not be optimum for the ocular tissue.

Coherence gating requires both a maintained polarisation and an

optical path within the medium that does not differ from a reference

length by more than the coherence length of the light. It is used in

optical coherence tomography to obtain images in diffusing media [28].

Recently, coherence gating was used for wavefront sensor in microscopy

[263,264], and in holographic optical coherence imaging [265].

The phase contrast method of Zernike or the phase sensitive tech-

niques based on imaging are one approach to use the phase information

to image the inner retina. In Chapter 3, I pointed out a few other ap-

proaches, which should be attempted. These approaches include phase

contrast OCT using a common path interferometric arrangements and

the intensity transport equation. Yet another approach uses the light

directly back reflected from the object with a confocal scanning laser

ophthalmoscope and a phase sensitive detection mode, e.g., the differ-

ential interference contrast of Nomarski.

Future directions for phase contrast imaging in the eye

The potential of the phase contrast method of Zernike to extract in-

formation from the eye may be higher for the anterior part of the eye.

With the secondary source at the ocular fundus, the source to object dis-

tance is large, and therefore, the scale of the Fourier transform is more

favourable to spatial filtering. Different information may be accessed

using the phase contrast method:
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Wavefront sensing. The phase contrast method of Zernike has been

proposed as a wavefront sensor in astronomy to detect the aberrations

from the atmosphere [266–268] and to align the segmented mirror [269,

270]. Recently, Paterson has shown that the phase contrast method

of Zernike is a very efficient wavefront sensor [271]. Its application to

wavefront sensing of the ocular aberration was patented by Rozema et

al. [272].

As the strongest aberrations in the eye are the low-order terms, the

source needed to measure these terms must be very small, i.e., diffraction

limited for the measured pupil. This may be difficult to achieve due to

the light scattering in the eye. The measured intensity variations may

have different sources besides phase contrast, e.g., the Stiles–Crawford

effect. These effects may be removed by taking the difference between

two frames, one acquired with the phase plate the other without.

Tear film. The phase contrast method of Zernike can be used to

image the break up of the tear film. When the tear breaks, it forms line

patterns with dimension much smaller than the observed pupil [273].

In the Fourier plane, the contribution from these lines is well separated

from the continuous term and the phase contrast method should be able

to reveal them.

Cells of the cornea. The spatial frequencies from the corneal cells

are higher than the ones from the tear film. The diffracted light from

these cells should be easily separated from the direct light. Therefore,

phase contrast imaging of the cornea seems possible.

I studied the possibility to use the phase contrast method of Zernike

to image cells from the cornea and I did a few tests. Here are some

preliminary findings.

• The power to be sent into the eye to obtain one photon every 10ms

(to freeze the eye motion) through an area of 1×1µm2 (for high

resolution imaging) is approximately 1.3µW at a wavelength of

0.7 µm and assuming a Lambertian reflectance of 5% at the fun-

dus [199]. Using the Rolera EX CCD camera (QImaging, USA)

with a quantum efficiency of 0.5 and a readout noise of 12 e−, a

power of 31µW is required for a signal to noise ratio of 1. If a

power of 220 µW is used then the signal to noise ratio is approxi-

mately 7. This power at the cornea is 10 times below the maximum
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permissible exposure for a single exposure of 10ms according to

safety standards [182, 274]. The experiment is therefore possible.

However, the subject is likely to find this amount of light quite

bright and several images are required. In practice, the power

used should be smaller and therefore the signal to noise ratio will

be smaller.

• The secondary source could be the light reflected from the anterior

surface of the lens. The focus of the probing beam on this surface

must be done very carefully.

• The focusing of the source and of the imaging system is constantly

perturbed by the eye movements. I measured an amplitude of axial

movement of subject’s A cornea of 40 ± 12µm, a value similar to

the one found in the literature [186,187].

• In the rat eye, the light back scattered from the cornea was stronger

than the light returning from the third Purkyně’s image (ex vivo).

Therefore, the incoming beam must avoid the observed area. One

may discuss the need of phase contrast imaging of the cornea as

confocal microscopy provides images of the corneal cells using the

light back reflected from the tissue, see for example Böhnke and

Masters [275].
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6

Conclusions

The development of adaptive optics for the eye enabled imaging of the

ocular fundus with unprecedented resolution. Images of the cone pho-

toreceptor mosaic are now routinely obtained in different groups around

the world. Twelve years after the pioneering work of Liang et al. [1],

images of the other retinal cells are starting to be reported. But, why

did the imaging of other cells take so long?

I believe that it took so long because imaging requires resolution and

contrast. Adaptive optics provides the resolution but the retinal cells,

except the photoreceptors, present little or no contrast to an intensity-

based imaging system. The cells of the inner retina—anterior to the

photoreceptors—are transparent. And the small contrast from the reti-

nal pigment epithelium (RPE) cells is buried in the strong signal from

the photoreceptors. Remove the photoreceptors and the RPE cells can

be imaged [96].

To fully exploit the possibilities offered by the adaptive optics tech-

nique, a mechanism is needed to obtain some contrast from the retinal

cells. Morgan et al. used the faint intrinsic fluorescence of the lipofus-

cin pigment located in the RPE cells to obtain images of the mosaic of

these cells [113]. The other cells of the retina, however, do not naturally

fluoresce. By injecting a fluorescent dye in the cells, imaging is possi-

ble. Fluorescent markers have been used to obtain superb images of the

ganglion cells in animals [118,119]. Unfortunately, the existing dyes are

toxic and may not be used in humans.

Fluorescence has two advantages. It is incoherent, i.e., it does not

suffer from speckle noise, and its contrast is specific to the marked object.

The solution to cellular imaging of the inner retina is to be found in
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the field of chemistry. The development of a non-toxic fluorescent dye

will be a tremendous progress in medical imaging in general and in

ophthalmology in particular.

In the mean time, I proposed to use the phase of light as a contrast

agent. In this work, I reviewed the different phase sensitive techniques

with regard to their applicability to retinal imaging. In the course of this

study, I found that a large class of phase sensitive techniques, the ones

based on imaging, can potentially be applied to retinal imaging, provided

that the proper illumination geometry is used. This geometry consists

in illuminating the scattering layers of the ocular fundus with a focused

beam of light in order to create a point-like secondary source. The

light from this source illuminates the inner retina in transmission. The

output of this review is that the techniques with the greatest potential

for retinal imaging are:

• The optical coherence tomography using a common-path inter-

ferometer, measuring the phase directly from the interferometric

signal or from a phase-sensitive arrangement;

• The confocal scanning laser ophthalmoscope with a phase-sensitive

arrangement;

• The intensity transport equation;

• The proposed illumination geometry for the image-based phase

sensitive techniques.

Out of these four techniques I studied the possibility of using the image-

based phase sensitive techniques.

Using the proposed geometry and the phase contrast method of

Zernike, I obtained images of a glass object for various source to ob-

ject distances. These images confirmed that the proposed illumination

can be used for phase contrast imaging and that the field of view and the

contrast formation behave has expected. Phase contrast images were ob-

tained using the light back scattered from a diffuser in a geometry close

to the eye geometry. Phase contrast images were also obtained with

light passing through rat retinas, ex vivo. Some contrasty features were

visible in the phase contrast images that were not present in the con-

ventional images. The proposed illumination geometry was successfully

used to obtain phase contrast images of ex vivo objects in a geometry

similar to the geometry of the eye.
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A fundus camera with an adaptive optics system was built for in situ

phase contrast imaging of the human retina. The light distribution of the

secondary source, called the double-pass point-spread function (PSF),

was studied in detail. It was found that the double-pass PSF follows ap-

proximately a Lorentzian function within a circular area with a radius

of 20 arcmin. For the measured eyes, the width of the double-pass PSF

is at least 3.5 times the width of the diffraction limited double-pass PSF

calculated assuming a negligible contribution from light scattering in the

eye. The measured residual wavefront aberrations are too small to ex-

plain the measured double-pass PSF. The assumption of negligible light

scattering in the eye is rejected. All the known sources of light scattering

in the eye add their contribution to the measured double-pass PSF. The

observed dependence of the double-pass PSF on the pigmentation of the

eye, which is located in the choroid, and the fact that adaptive optics

corrected images of the retina reveal details smaller than the width of

the double-pass PSF, support the argument that a strong component

of light scattering in the eye originates from the light diffusion into the

tissue located posterior to the photoreceptors.

At most 20% of the light returning from the secondary source created

at the fundus of the human eye returns through the phase shifting area of

the phase plate. The contrast that can be obtained using such secondary

source is strongly reduced compared to the optimum condition, i.e.,

using a thin secondary source. The answer to the thesis question:

Is is possible to image the retina using a phase-sensitive imag-

ing technique by using a point-source of light created at the

surface of the diffusing layer of the eye fundus?

is no. At least, it is not possible, when all the light scattered in the tissue

of the fundus is used. If the size of the secondary source can be reduced,

using for example, coherence-gating, then phase contrast imaging of the

retina may be possible. The simplicity of the proposed method will be

lost and it might be simpler to use the optical coherence tomography

technique with a common-path interferometer.

In the future, images of all the retinal cells will be obtained using the

high resolution provided by adaptive optics and a contrast mechanism.

Whether this mechanism will be based on the phase information remains

to be seen. Ultimately, a non-toxic fluorescence marker will be developed

and imaging of the human body will be revolutionised.
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A
∫ b

0
J0(r

′ρ) J1(ρ) dρ

In this appendix, the solution of the definite integral (Equation 2.31) of

two Bessel functions,

∫ b

0
J0(r

′ρ)J1(ρ) dρ

= [1− J0(b)] 2
J1(br

′)

br′

+[1− J0(b)− 2J2(b)] 6
J3(br

′)

br′

+[1− J0(b)− 2J2(b)− 2J4(b)] 10
J5(br

′)

br′

+ . . .

+[1− J0(b)− 2J2(b)− . . .− 2J2n(b)] (4n + 2)
J2n+1(br

′)

br′

+ . . . ,

(A.1)

is obtained following an English translation [167] of Zernike’s original

paper [276]. In the same paper, Zernike introduced his—well known—

circle polynomials. These polynomials are the basis of the diffraction

theory of aberrations presented by Nijboer [8,277], they are widely used

to describe wavefront aberration [128], and Zernike used them to obtain

the series A.1.

In addition to the circle polynomials, three relations between Bessel
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functions are needed to obtain the series A.1 [278]:

∫ z

0
xv Jv−1(x) dx = zv Jv(z) (A.2)

∫ x

0
J1(x) dx = 1− J0(z) (A.3)

∫ z

0
Jv+2(x) dx =

∫ z

0
Jv(x) dx− 2Jv+1(z). (A.4)

The Equation A.2 is used with v = 1,
∫ z

0 xJ0(x) dx = z J1(z), and the

equations A.3 and A.4 are used to integrate odd-order Bessel functions

iteratively.

A.1 The circle polynomials of Zernike

The circle polynomials of Zernike [167, 276, 277] form a complete set of

orthogonal polynomials over the inner surface of a unit circle. Let (ρ, φ)

be the polar coordinates of a point in the circle, with 0 ≤ ρ ≤ 1 and

0 ≤ φ ≤ 2π. The circle polynomial Zm
n (ρ, φ) takes one of the forms

Rm
n (ρ) cos(mφ) and Rm

n (ρ) sin(mφ), where n and m are positive integers

including zero, n−m ≥ 0, n−m is even, and

R
m
n (ρ) =

n−m

2
∑

s=0

(−1)s(n− s)!

s!
(

n+m
2 − s

)

!
(

n−m
2 − s

)

!
ρn−2s (A.5)

is a radial polynomial of degree n in ρ containing terms in ρn, ρn−2, . . . , ρm.

The radial polynomials are orthogonal over the unit circle

∫ 1

0
R

m
n (r)R

m
n′(r)r dr =

δnn′

2n + 2
, (A.6)

where δij is the Kronecker delta. Zernike gives the following relation

∫ 1

0
Rm

n (r)Jm(ρr)r dr = (−1)
n−m

2
Jn+1(ρ)

ρ
, (A.7)

where r is a radial coordinate with 0 ≤ r ≤ 1 (see [8, 277]).

A function W (ρ, φ) defined over the unit circle can be written as an

infinite sum of circle polynomials

W (ρ, φ) =

∞
∑

n=0

n
∑

m=0

anm Zm
n (ρ, φ), (A.8)

118



where m takes only values for which the circle polynomials are defined

and the coefficients anm are given by

anm =
1

π

∫ 2π

0

∫ 1

0
W (ρ, φ)Zm

n (ρ, φ) dρdφ. (A.9)

A.2 Zernike’s solution for
∫ b

0 J0(r
′ρ) J1(ρ) dρ

In Section A.1, ρ was the normalised radial distance whereas in Equa-

tion A.1, ρ is the radial distance in optical units. In this section, the

normalised distance is ρ′ = ρ/b.

Zernike expands the J1(ρ)/ρ function in a series of polynomials,

J1(ρ)

ρ
=

∞
∑

n=0

k2nR
0
2n(ρ

′). (A.10)

This equation is a simplified version of Equation A.8 obtained using

the rotational property of the Bessel function. The coefficients k2n

are obtained—using the orthogonality property—by multiplying the two

sides of the equation by another polynomial R0
2n′ and integrating over

the unit circle,

∫ 1

0

J1(bρ
′)

bρ′
R0

2n′(ρ′)ρ′ dρ′ =

∫ 1

0

∞
∑

n=0

k2n R
0
2n(ρ

′)R0
2n′(ρ′)ρ′ dρ′ =

k2n
4n+ 2

.

(A.11)

The right side is from Equation A.6. After re-arrangement,

k2n = (4n+ 2)

∫ 1

0
R

0
2n(ρ

′)
J1(bρ

′)

bρ′
ρ′ dρ′. (A.12)

Then Zernike states: One inserts here the integral according to (25), and

easily finds. . . . He probably meant equation (23), which is Equation A.7.

By writing the Equation A.7 using m = 0 and 2n,

∫ 1

0
R0

2n(r)J0(ρ
′r)r dr =

(−1)n

ρ′
J2n+1(ρ

′), (A.13)

it appears that a solution may exist if the Bessel function of order 1 in

Equation A.12 can be replaced by a Bessel function of order 0. Using

Equation A.2 with v = 1 and z = bρ′

∫ bρ′

0
xJ0(x) dx = bρ′ J1(bρ

′), (A.14)
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and changing the variable of integration using x = ρ′r and dx = ρ′ dr,

we find

ρ′2
∫ b

0
J0(ρ

′r)r dr = bρ′ J1(bρ
′). (A.15)

Replacing the Bessel function in Equation A.12 using Equation A.15

gives

k2n =
(4n+ 2)

b2

∫ 1

0
R

0
2n(ρ

′)ρ′
∫ b

0
J0(ρ

′r)r dr dρ′, (A.16)

which can be rewritten as

k2n =
(4n+ 2)

b2

∫ b

0
r

∫ 1

0
R0

2n(ρ
′)J0(ρ

′r)ρ′ dρ′ dr. (A.17)

The solution of the inner integral is given by Equation A.7. By replacing

the variable x by r and by using Equation A.7,

k2n =
(−1)n

b2
(4n+ 2)

∫ b

0
J2n+1(x) dx. (A.18)

Let rewrite
∫ b

0 J0(r
′ρ)J1(ρ) dρ using the series of polynomials A.10

and the coefficients k2n given by Equation A.18

∫ b

0
J0(r

′ρ)J1(ρ) dρ

=

∫ b

0
J0(r

′ρ)

∞
∑

n=0

k2n R
0
2n(ρ

′)ρdρ

=

∫ b

0
J0(r

′ρ)

∞
∑

n=0

(−1)n

b2
(4n+ 2)

∫ b

0
J2n+1(x) dx R

0
2n(ρ

′)ρdρ

(A.19)

with ρ′ = ρ/b. After re-ordering, we have

∫ b

0
J0(r

′ρ)J1(ρ) dρ

=
∞
∑

n=0

(−1)n

b2
(4n+ 2)

∫ b

0
J0(r

′ρ)R0
2n(ρ

′)ρdρ

∫ b

0
J2n+1(x) dx.

(A.20)

The first integral of the right side is solved using Equation A.7 after
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changing the variable of integration using ρ′ = ρ/b and dρ′ = dρ/b,

b2
∫ 1

0
J0(r

′bρ′)R
0
2n(ρ

′)ρ′ dρ′ = b2
(−1)n

bρ′
J2n+1(bρ

′). (A.21)

The second integral of the right side is obtained for n = 0 from Equation

A.3 and for n > 0 from Equation A.4 by iteration. By combining the

equations A.3 and A.4 we get

∫ b

0
J2n+1(x) dx = 1− J0(b)− 2J2(b)− 2J4(b)− . . . − 2J2n(b). (A.22)

The series A.1 is obtained by inserting the equations A.21 and A.22 in

Equation A.20.

∫ b

0
J0(r

′ρ)J1(ρ) dρ

= [1− J0(b)] 2
J1(br

′)

br′

+[1− J0(b)− 2J2(b)] 6
J3(br

′)

br′

+[1− J0(b)− 2J2(b)− 2J4(b)] 10
J5(br

′)

br′

+ . . .

+[1− J0(b)− 2J2(b)− . . .− 2J2n(b)] (4n + 2)
J2n+1(br

′)

br′

+ . . .

(A.1)

A.3 Modified circle polynomials

Different definitions of the circle polynomials are in common use. In this

section, I mention two of these definitions, one that gives an orthonormal

set of polynomials and the one adopted by the vision science community.
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Orthonormal circle polynomials

Noll introduced the normalised circle polynomials [279]

Zj(ρ, φ) =



























√
n+ 1 Rm

n (ρ)
√
2 cos(mφ) ,m 6= 0 and j is even,

√
n+ 1 Rm

n (ρ)
√
2 sin(mφ) ,m 6= 0 and j is odd,

√
n+ 1 R0

n(ρ) ,m = 0

(A.23)

with the definition of n, m, and Rm
n being identical as Zernike’s original

definition. The index j is a number to order the polynomials [128] such

that, an even j corresponds to a polynomial varying in cos(mφ), and an

odd j corresponds to a polynomial varying in sin(mφ). For a given j,

n = int
(

√

2j − 1 + 0.5
)

− 1, (A.24)

where int(x) implies the integer value of x, and

m =











2 int
[

2j+1−n(n+1)
4

]

, n even

2 int
[

2(j+1)−n(n+1)
4

]

− 1 , n odd.

(A.25)

The variance of a given set of orthonormal polynomial is the sum of

the square of the corresponding expansion coefficients anm

σ2
W =

∑

j

a2j , (A.26)

excluding j = 1, which is the piston term.

Circle polynomials adopted by the vision science commu-

nity

A taskforce formed at the Vision Science and its Application (VSIA)

1999 meeting developed standards to report the ocular aberrations [280].

In these standards, the coordinate system shown in Fig. A.1 are used.

The coordinate system is the same for both eyes. Furthermore, r =
√

x2 + y2, θ = arctan(y/x), from which we have x = r cos(θ) and

y = r sin(θ). Following Dai’s notation [141], the orthonormal circle

polynomials are,

Zj(ρ, φ) = R|m|
n (ρ) Φm(φ), (A.27)
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x

y

r

θ

Fig. A.1. Cartesian and polar coordinate systems for report-
ing Zernike’s polynomial in vision science (clinician’s view of the
patient’s eye).

where n ≤ m and n−m is even, and for each order n, m goes from −n

to n by steps of 2. The radial polynomials are re-defined to account for

negative m

R
|m|
n (ρ) =

√
n+ 1

n−|m|
2
∑

s=0

(−1)s(n− s)!

s!
(

n+m
2 − s

)

!
(

n−m
2 − s

)

!
ρn−2s (A.28)

and the functions Φm are defined as

Φm(ρ) =



























√
2 cos(|m|φ) ,m > 0,

1 ,m = 0,

√
2 sin(|m|φ) ,m < 0.

(A.29)

The ordering number j and its relation to n and m are given by

j =
n2 + 2n +m

2
, (A.30)

n = int
(

√

2j + 1 + 0.5
)

− 1, (A.31)

m = 2j − n (n+ 2) , (A.32)

where int(x) returns the largest integer smaller than x.
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B

Safe level of laser radiation

From the point of view of safety, the experimental conditions described

in Chapter 5 are potentially unsafe if the proper measures are not taken.

The subject’s retina is exposed to laser radiation while the head move-

ments are neutralised, the pupil constriction is inhibited, and the aber-

rations of the eye are compensated to achieve a maximal concentration

of light at the retina.

Standards have been developed to protect a person from hazardous

exposures to laser radiation. They condense years of scientific work into

simple rules from which a limiting exposure, called maximum permissible

exposure (MPE), can be computed. Exposures below the MPE are

expected to be safe. Sometimes, newer data reveals conditions to which

the MPE are not safe [281]. Therefore, it is a good practice to limit the

exposures to levels many times lower than the MPE.

It is of utmost importance to know for which viewing conditions the

rules are valid. These conditions may not be explicitly stated. For exam-

ple the British Standard Institute (BSI) [181] states that it adopted the

rules published by the International Commission on Non-Ionizing Ra-

diation Protection [183,282], but the BSI publication does not mention

that the rules are restricted to normal, awake, task-oriented viewing con-

ditions and exclude ophthalmic instruments or devices where the impact

of normal head movements is neutralised [282, page 439].

Most of the rules given by the American National Standard Insti-

tute [182] are identical to the rules from the International Commission

on Non-Ionizing Radiation Protection. For ocular exposure with an im-

mobilised eye or a dilated pupil, the rules are modified by the Section

8.3 entitled Special Qualifications for Ocular Exposure [182, page 38]. In
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ophthalmic settings, the aversion reflex, which prevents someone staring

at a bright source of radiation for a long duration, and the natural pupil

constriction mechanism are defeated by asking the subject to look at a

bright light and by using drugs to dilate the pupil [274].

In a similar fashion, when the effect of ocular aberrations are com-

pensated and a beam of light is focused on the retina, the exposure limit

given by the rules may have to be reduced to avoid hazardous exposures.

A similar concern was expressed by Lund et al. [283].

In this Appendix, I evaluate the exposure limit based on the rules

of the American National Standard Institute, following Delori et al. for-

malism [274], and I present the measures I took to avoid injury from a

pre-corrected beam.

B.1 Exposure limits based on the Standard

For the exposure duration and the radiation wavelength used in this

work, the hazards are of thermal and of photochemical nature. The

thermal damage is the result of the absorption of optical radiation by

the tissue, mainly by the melanin pigment, and its conversion to heat.

It is rate dependent. The photochemical damage is the result of direct

break of molecular bounds by the short wavelength radiation, which

generates highly reactive free-radical that oxidise the retina. It is dose

dependent, added over a period of 24 hours [274].

An important factor in the determination of the MPE is the size of

the illuminated area at the eye fundus, measured as the angular sub-

stance of the source at the cornea α. For a small-source, that is for

a source subtending an angle α smaller than a limiting angle αmin =

1.5mrad, the illuminated area is not given by the source but by the

optical quality of the eye and the light tissue interaction at the fundus.

The two light sources used in this work are small-sources.

Wavefront sensing

The probing beam of the wavefront sensor has a power at the cornea

of 3.0µW and a wavelength of 0.675 µm. This wavelength is too long

to cause photochemical damage. For thermal damage, the maximum

permissible power (Φ) for small-source viewing and for an exposure du-

ration of 8.3 hours is 6.93×10−5 CT CE P−1 [274, Table 3, Cell 5], with
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the factors CT = CE = 1 and P = 107.4(0.7−0.675) = 1.531. The maxi-

mum permissible power Φ is 45µW. This value is larger than the power

used. Therefore, it is safe to use the wavefront sensor for up to 8.3 hours.

Retinal imaging

For retinal imaging, a laser beam emitting at 0.543 µm exposed the

retina for periods of 1 s with 80 nW at the cornea. The exposures were

repeated at most 3 times within 30 s and at most 30 times at a given

fundus location. At this temporal frequency, the eye fundus has time,

between exposure, to remove the excess thermal energy (based on the

three rules for repeated exposure, not shown). Therefore, the maximal

exposure will be given by either the thermal limit for a single exposure

or the photochemical limit for the combined exposure. The maximum

permissible power Φ according to the single exposure thermal limit is

6.93×10−4 CT CE P−1 t−025 for exposure duration t ranging from 0.07 s

and 2.8 hours [274, Table 3, Cell 4b], with CT = CE = 1 and P =

5.4. The maximum permissible power Φ is 128 µW. The power used

are below the Φ for thermal hazard. For photochemical hazard, the

maximum radiant exposure at the retina (ignoring intraocular losses)

is 2.7CB J/cm2 [182, Page 38], where CB = 1020(0.543−0.45) = 72.4. For

an exposed area with radius αmin, the maximum permissible energy is

999µJ. The exposures can be repeated more than 12000 times.

B.2 Exposure limits for pre-corrected beams

By correcting the ocular aberrations, a protection mechanism, i.e., the

blur in the image of a small source, is defeated and the MPE should be

reduced to prevent any risk of injury. A fully secure approach is to limit

the retinal irradiance in the illuminated area at the retinal irradiance

given by the Standard.

Here, I compute a correction factor CS, which is the ratio of the area

of the limiting surface (with a diameter given by αmin) and the illumi-

nated surface. The Standard defines the beam diameter as the diameter

that includes 63.2% of the beam power. For a diffraction limited optical

system with a circular pupil, the fractional power L within a given radial
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where k = 2π/λ and a is the radius of the pupil. Solving numerically

for L(α/2) = 0.632 gives kaα/2 = 2.045 and α = 0.65λ/a. The factor

CS =
(αmin

α

)2
=

(

1.5×10−3

0.65 λ
a

)2

= 5.325×10−6 a2

λ2
, (B.2)

with a and λ in meters. A plot of CS is shown in Fig. B.1 for three

different wavelengths. Both the thermal limit and the photochemical

limit given by the Standard should be divided by the factor CS.

For wavefront sensing, the probing beam diameter is 1mm and the

difference is very small. For retinal imaging, however, the beam diam-

eter is 6.7mm and CS = 203 at λ = 0.543µm. The limits computed

in Section B.1 become 0.63 µW (thermal) and 4.9µJ or 61 exposures

(photochemical).

The correction factor CS used in this work is probably too restrictive.

Several arguments can be advanced for a smaller correction.
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• The factor CS strongly depends on the definition of the beam di-

ameter. By using the diameter given by the first zeros of the Airy

disk, the factor CS would be 3.5 times smaller.

• The measured wavefront aberrations after adaptive optics correc-

tion are larger than Maréchal criterion. Therefore, the light dis-

tribution at the fundus is not diffraction limited.

• The minimum measured retinal injuries have a diameter of 25µm

corresponding to the limiting angle αmin [274].

• The MPE given by the Standard have a quadratic dependence

with α for large angles and a linear dependence for small angles.

Two mechanisms can explain this difference. For small illuminated

area, the choroidal blood circulation is more efficient at removing

the excess heat [284] and the small ocular movements have a larger

effect [285]. There is no reason to assume that these two mecha-

nisms will not work for illuminated area smaller than the limiting

area.

• Recently Lund et al. showed that the retinal damage threshold

measured after adaptive optics correction for an exposure duration

comparable with the exposure duration used in this work was only

marginally smaller that the threshold measured without adaptive

optics correction [286]. The threshold reduction ranged from 20 to

50%.

• The fraction of light within a given radius for the measured double-

pass PSF (Chapter 5) is much smaller than the fraction of light

expected for a diffraction limited double-pass PSF.

An extrapolation towards small angle α of the linear relationship

between the Standard’s MPE and the angle α might be a sufficient cor-

rection. In that case, the factor CS becomes 2.3×10−3 a/λ, with a and

λ in meters. For retinal imaging with a beam diameter of 6.7mm and a

wavelength of 0.543 nm, CS = 14 and the limits computed in Section B.1

become 9.2µW (thermal) and 71 µJ or 880 exposures (photochemical).
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principale de l’organe de la vûe. Mem. Acad. R. Sci., pages 261–
271, 1704.
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man, and J. G. Fujimoto. Ultrahigh-resolution ophthalmic optical
coherence tomography. Nat. Med., 7(4):502–507, 2001.

[103] A. F. Fercher, C. K. Hitzenberger, G. Kamp, and S. Y. El-Zaiat.
Measurement of intraocular distances by backscattering spectral
interferometry. Opt. Commun., 117:43–48, 1995.

[104] M. Wojtkowski, R. A. Leitgeb, A. Kowalczyk, T. Bajraszewski,
and A. F. Fercher. In vivo human retinal imaging by Fourier
domain optical coherence tomography. J. Biomed. Opt., 7(3):457–
463, 2002.

[105] B. Hermann, E. J. Fernández, A. Unterhuber, H. Sattmann, A. F.
Fercher, W. Drexler, P. M. Prieto, and P. Artal. Adaptive-optics
ultrahigh-resolution optical coherence tomography. Opt. Lett.,
29(18):2142–2144, 2004.

[106] Y. Zhang, J. Rha, R. S. Jonnal, and D. T. Miller. Adaptive optics
parallel spectral domain optical coherence tomography for imaging
the living retina. Opt. Express, 13(12):4792–4811, 2005.

[107] R. J. Zawadzki, S. M. Jones, S. S. Olivier, M. Zhao, B. A. Bower,
J. A. Izatt, S. Choi, S. Laut, and J. S. Werner. Adaptive-optics
optical coherence tomography for high-resolution and high-speed
3D retinal in vivo imaging. Opt. Express, 13(21):8532–8546, 2005.

[108] D. Merino, C. Dainty, A. Bradu, and A. Gh. Podoleanu. Adaptive
optics enhanced simultaneous en-face optical coherence tomogra-
phy and scanning laser ophthalmoscopy. Opt. Express, 14(8):3345–
3353, 2006.

[109] R. J. Zawadzki, S. S. Choi, S. M. Jones, S. S. Olivier, and J. S.
Werner. Adaptive optics-optical coherence tomography: Optimiz-
ing visualization of microscopic retinal structures in three dimen-
sions. J. Opt. Soc. Am. A, 24(5):1373–1383, 2007.

[110] R. J. Zawadzki, B. Cense, Y. Zhang, S. S. Choi, D. T. Miller, and
J. S. Werner. Ultrahigh-resolution optical coherence tomography
with monochromatic and chromatic aberration correction. Opt.
Express, 16(11):8126–8143, 2008.

137



[111] E. J. Fernández, B. Hermann, B. Považay, A. Unterhuber,
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