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Abstract

Adaptive optics is a technique originally developed to provide a dynamically adapt-
able diffraction-limited correction of telescopes images. It was recently implemented
for the correction of ocular higher-order aberrations (beyond defocus and astigma-
tism). Prior to this work, research focus has been on the implementation of adaptive
optics techniques in retinal imaging systems. Such techniques can also help gaining
new knowledge on the combined optical and neural limitations of visual functions
through psychophysical tests. It has been proven that the correction of higher-order
aberrations can improve contrast sensitivity as well as visual acuity, for large pupils
under photopic conditions. However, the optical and neural processes of vision are
dependent on the visual tasks and the ambient light. We present here a study of the
correction of ocular higher-order aberrations with adaptive optics, and the effects on
functional visual performance in different light regimes. An existing adaptive optics
system was modified for this purpose. The limitations of the system were thoroughly
examined in view of its optimisation; in particular we present a practical analysis of
deformable mirrors for vision science adaptive optics. We also present experimental
data obtained on the effects of higher-order aberrations for a contrast acuity test, as a
function of light level, and simulations based on an ideal observer model derived for
the same visual test. The results show that the effects of higher-order aberrations on
functional vision increase with pupil size but decrease as the light level is decreased.
As a result, the typical overall benefit on visual performance that can be expected
from absent or reduced higher-order aberrations under normal variations in ambient
illumination is limited. The novel results give new insight on the application of adap-
tive optics techniques for everyday vision and for the investigation of visual function.
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Preface

If the human eye is regarded as a special organ, it is not only because vision is the

most used of our senses, but probably also because part of the eye constitutes an

extension of our brain. An improvement in our understanding of visual functions

gives an insight into general processes in the brain. This partly explains why new

technologies based on wavefront sensing and wavefront correction recently created

such enthusiasm in the vision research field.

One will always be amazed that as efficient and sophisticated as the eye can be in

a large range of illumination and visual tasks, its optical components are far from the

quality expected as compared to a man-made camera. This paradox was first formu-

lated by Helmholtz, yet complete characterisation of the eye’s optics were not possible

before the development of ocular wavefront sensing techniques. The adaptive optics

correction of ocular higher-order aberrations, as first proposed by Smirnov in 1961 [1]

and implemented in 1997 by Liang et al. [2] took ophthalmoscopy and vision research

a step forward. Correcting the ocular optical quality down to diffraction-limit made

it possible to image the structures of the retina until then invisible, and carry out

psychophysical experiments with until then unfeasible stimuli. In particular, such

correction opened the possibility for “super-vision”, beyond the limits imposed by

standard ophthalmic prescriptions. The motivations behind this Thesis were to in-

vestigate the real impact of higher-order ocular aberrations on functional vision, that

is for visual tasks and environment conditions representing everyday vision. Would

normal healthy people benefit from such a correction? Besides from practical appli-

cations (the implementation of customised ophthalmic correction), the focus of this

Thesis was to use the adaptive optics novel techniques now available to gain some

new understanding of the visual processes: how do the optical and neural limits of

the eye balance with each other? How can such an imperfect eye maintain high per-
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Preface

formance in the broad light range that we face everyday?

The present work is the continuation of a PhD project led by Karen Hampson at

Imperial College, London. She built the original adaptive optics system that was used

in this project. Some time was spent on the adaptive optics system itself to modify,

optimise and fully analyse its performance and limitations. As part of this work, sev-

eral deformable mirrors were fully characterised and compared. Several components

were also added in the vision simulator part of the system before experiments could

be carried out. Finally, the experimental results were also analysed using a model of

the human observer.

Synopsis

The first two chapters give an introduction to the project: through background mater-

ial in physiological optics and vision, as it has been studied since more than a century

ago until recent developments on ocular aberrations and image quality, and through

the principles of adaptive optics, a technique that was developed for astronomy and

later applied to ocular science.

Chapter 3 presents an original study of three recent deformable mirrors for the

correction of ocular aberrations. The study involves the numerical simulation of the

mirrors’ performance, based on the influence functions of the mirrors measured ex-

perimentally, and the statistical characteristics of the typical ocular wavefronts. The

calculations made it possible to select the mirror best suited for the correction of ocu-

lar wavefronts. It showed that the stroke and shape of the influence functions, as well

as the number of actuators, are important parameters controlling the performance of

the mirrors. The method and results were given in a peer-review publication (Publi-

cation 2) and used for the analysis and comparison of further mirrors (Publications 3

and 6).

Chapter 4 describes the experimental AO vision simulator used in the Thesis, start-

ing from the initial adaptive optics system built by Karen Hampson. It details the new

implementations and analysis performed on the adaptive optics system, focussing on

the wavefront sensor accuracy and the performance of the closed-loop correction after

implementation of a new modal calibration. Details are also given on the optical and

psychophysical design of the visual performance tests. The results of a preliminary

experiment are presented.
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In Chapter 5, new experimental results are presented on the effects of higher-order

aberrations on functional vision, in different light regimes and for different pupil

sizes. The experiments were performed with the AO vision simulator; the visual

stimulus chosen and the protocol are described. Seven subjects were tested and the

results show that the effects of higher-order aberrations on functional vision decrease

in the low light regimes, as compared to photopic conditions. The combined effect

of ambient light level on pupil dilation and neural sensitivity results in a limited ex-

pected visual benefit for normal young subjects in everyday vision. the main results

from this study were presented at several conferences (Publications 4, 5, 7 and 8) and

accepted for publication in a peer-review journal (Publication 9).

Chapter 6 gives a first attempt to explain the experimental results obtained, through

numerical simulations based on a vision model. The model includes the aberrated im-

age formation on the retina, the neural filtering, and the processing of the data to per-

form the visual task. The analysis was performed with figures of merit to discuss the

joint effect of neural sensitivity and higher-order aberrations on the model-observer

performance, and compare it to the experimental data obtained. The model was out-

lined at a conference (Publication 8); it showed good agreement with the experimental

results but raises questions for its implementation with other visual stimuli.

The last chapter concludes on the work presented in this Thesis, and gives sugges-

tions on future topics of research.
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Chapter 1

Physiological Optics

and Vision

Vision is a complex process encompassing several stages. The aim of this project was

to use adaptive optics techniques to investigate the optical quality of the human eye

and its effect on visual performance. A short presentation on vision is therefore nec-

essary to give the reader a global view of the tackled problem. We will describe here

the optical elements of the eye as an introduction to ocular aberrations. Optical met-

rics are then presented to derive the effect of ocular aberrations on the retinal image

quality, and finally, neural sensitivity is introduced to complete the understanding of

the overall sensitivity of the human eye.

1.1 Optics of the Eye

The human eye can be regarded as a simple optical system similar to a camera, con-

taining several refractive elements to image an object onto a sensor, through an optical

path limited by an aperture.

In the eye, light is refracted by two principal structures, the cornea and the lens.

Many optical models have been derived with the aim of describing in greatest detail

the different optical surfaces and media of these refractive structures; we will con-
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Chapter 1. Physiological Optics and Vision

sider here the simple Gullstrand - Le Grand schematic eye [3]. The greatest refraction

occurs at the front surface of the cornea, because of its important curvature and the

large difference between the indices of refraction of air (1.0) and of the corneal tis-

sue (1.37). Hence the cornea alone has a total optical power of 40 diopters. The lens

is responsible for the remaining refraction and it is flexible to allow focussing of ob-

jects at different distances. This process is known as accommodation: the tension of

the ciliary muscles surrounding the lens capsule bulges the lens to increase its opti-

cal power. The variable power ranges from 10 to 30 diopters in a young child and

gets fixed past the age of 45 years. In between the cornea and the lens lies the iris,

which contracts or expands according to the surrounding light. This element acts as

the pupil: it defines the bundle of optical rays going through the system. Figure 1.1

shows how an object is imaged through the eye, with the marginal rays limited by the

pupil. The image is formed on the retina, about 24 mm behind the cornea or 16.7 mm

cornea
lens

iris

optical axis

marginal rays

N'

N

Figure 1.1: Optical schematic of the human eye imaging system.

after the image nodal point. One degree of visual angle hence represents 290 µm on

the retina.It can be seen on the drawing that the optical axis differs from the visual

axis defined between the point of fixation and the fovea, where the image is formed

(in the eye, the two conjugated nodal points are almost superimposed). There is typi-

cally a 5 degrees angle between these two axes.

At the retinal level, the image is sampled by the photoreceptors organised in hexag-

onal mosaics. These can be regarded as pixels of a camera; their gain and physical di-

mensions yield associated sensitivity and resolution. The first complexity of the retina

is that it comprises different classes of receptors, rods and cones. Rods have very good

sensitivity and are responsible for detecting dim light. There are about 100 million of

them in the human retina; they typically measure 1.5 µm diameter and the highest

density, 160 000 rods/mm2 (equivalent to a centre-to-centre spacing of about 2 µm), is

found at 20 degrees from the fovea [4]. There are 20 times less cones in the retina, but

as they are almost all concentrated in the fovea and function in bright illumination,

they actually account for the most important part of our vision. The central part of the
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Chapter 1. Physiological Optics and Vision

fovea, which subtends 0.1 mm, is called the foveola, and only contains cones. In this

region, cones have a diameter of 1.5 µm and a centre-to-centre spacing of 2 µm. The

cone diameter grows bigger away from the fovea and the interspacing increases as

more rods intermingle with them. There are three kinds of cones: short-wavelength

(S) cones with a sensitivity peak at 420 nm (blue), medium-wavelength (M) cones

with a peak at 531 nm (green), and long-wavelength (L) cones with a peak at 588 nm

(red). Cones have less sensitivity than rods but a higher saturation level. The range

defined between the cones threshold and the rods saturation is called mesopic range.

Below mesopic range, where only rods are functioning, lies the scotopic range. At the

other extreme, where only cones are functioning, is the photopic range.

1.2 Ocular aberrations

We previously used geometrical optics to describe the ocular optical system; a more

thorough analysis requires the principles of wave optics. Ideally, a plane monochro-

matic wavefront entering the eye converges as a perfect spherical wavefront focussing

on the retina. In reality, the wavefront is distorted by the aberrations due to the cornea

and the lens. The deviation from a monochromatic perfect spherical wavefront, or

cornea

lens
iris

aberrated wavefront

ideal wavefront

Figure 1.2: Wavefront distortion through the eye.

equivalently expressed at the exit of the eye from a perfectly plane wavefront, can

be denoted W(ρ,θ) , with (ρ,θ) the polar coordinates in the plane perpendicular to

the propagation of the wavefront. Assessing ocular aberrations requires a discrete

representation of W(ρ,θ) through a polynomial expansion,

W(ρ,θ) =
∞

∑
i=0

aiPi(ρ,θ), (1.1)
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Chapter 1. Physiological Optics and Vision

where Pi represents a polynomial and ai is the corresponding weighting coefficient.

In this Thesis, we will use Zernike polynomials. The Zernike polynomials form an

orthogonal set over a circle of unit radius; their complete derivation can be found

in Reference [5]. Although this wavefront decomposition is only one of many pos-

sible representations, it is commonly used to describe optical systems. In particular,

its wide use in the visual optics community led to a formal convention given by the

Optical Society of America [6]. We recall here their normalized single indexing repre-

sentation as defined by the OSA,

Zi(ρ,θ) = Zm
n (ρ,θ) =





√
2(n + 1) R

|m|
n (ρ) cos(mθ) if m 6= 0 and i even

√
2(n + 1) R

|m|
n (ρ) sin(|m|θ) if m 6= 0 and i odd

√
n + 1 R0

n otherwise.

(1.2)

The radial order n and the angular frequency m can be calculated from the single

index i with the following relationships





n = roundup
[
−3+

√
9+8i

2

]

m = 2i − n(n + 2)

i = 0,1,2...

(1.3)

As for the radial part Rm
n , it is given by

R
|m|
n (ρ) =

(n−|m|)/2

∑
s=0

(−1)s (n − s)!

s![(n + |m|)/2 − s]![(n − |m|)/2 − s]!
ρn−2s. (1.4)

Typically, a finite number N of Zernike polynomials is chosen to represent the wave-

front error which is then expressed as

W(ρ,θ) =
N

∑
i=0

aiZi(ρ,θ) (1.5)

and the coefficients ai are given by the inner product integrals over the circular aper-

ture A

ai =
∫ ∫

A
W(ρ,θ)Zi(ρ,θ) dρ dθ. (1.6)
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Chapter 1. Physiological Optics and Vision

The square root σ of the variance of the deviation W(ρ,θ), commonly referred to as

its rms, can be calculated directly from its expansion

σ =

√√√√ N

∑
i=0

a2
i . (1.7)

An interesting feature of Zernike polynomials, and probably one of the reasons

why they are widely used in the vision community, is that some terms are directly

related to commonly known ocular aberrations. For example, structural abnormali-

ties of the eye, such as myopia and hyperopia, introduce a defocus term that appears

as the 5th term of this expansion. Myopic eyes are too long to focus an object from

infinity on the retina; it is only when the object gets closer that the refractive elements

can be adapted to conjugate it with the retina. As for hyperopia, the eye is in this case

too short, and the subject has to accommodate to look at infinity; when the object gets

too close, it falls out of the range of accommodation. As the Zernike defocus term

depends on accommodation, it will be given in this Thesis for a relaxed eye, unless

specified otherwise. Asymmetries of curvature of the cornea result in astigmatism,

represented by the 4th and 6th Zernike terms. The so called sphero-cylindrical refrac-

tive errors just mentioned are commonly corrected by ophthalmic prescriptions. Fur-

ther Zernike terms represent higher-order aberrations: spherical aberration and coma

are two of the best known of these. Spherical aberration arises from the sphericity

of the optical surfaces. Coma is mainly caused by decentering and tilts of the optical

system, one major factor being the 5 degrees angle between the optical axis and the

line of sight as mentioned previously. The other higher-order ocular aberrations are

due to further irregularities of the optical ocular structures. The overall wavefront

error is spatially non-stationary over the pupil, with higher deformation at the edges

of the pupil. Interestingly, it has been shown that the relative contributions of optical

aberrations of the cornea and the crystalline lens tend to compensate for each other, in

particular for horizontal/vertical astigmatism, spherical aberration and lateral coma

[7, 8].

Higher-order ocular aberrations have raised interest probably since Helmholtz

proposed several experiments to verify their existence in 1909. A section in the next

chapter is devoted to the description of aberrometry techniques developed since. Sev-

eral statistical studies have now been carried out on ocular aberrations in normal

populations [9, 10, 11]. It was found that the magnitude of the aberration for each

term generally decreases as the radial order increases. Even after ophthalmic cor-

9



Chapter 1. Physiological Optics and Vision

rection, the residual second-order wavefront variance is greater than the combined

higher-order wavefront variance for most of the subjects. These residual refractive

aberrations can sometimes be accounted for in the term “higher-order aberrations”,

especially in adaptive optics systems. The mean wavefront error rms due to higher-

order aberrations (3rd order and higher) given by Thibos et al. over a 6 mm pupil is

0.3 µm (100 human eyes) [10] while that found by Porter et al. is 0.35 µm for a 5.7 mm

pupil (109 human eyes) [9]. These values were calculated from the sum of the squared

mean absolute Zernike coefficients (average total variance), then root-squared to give

the mean wavefront error rms. Although wavefront aberration varies substantially

between individuals, it appears that the population average for each higher-order

Zernike coefficient, except spherical aberration, approximates zero. One attempt was

made to fit aberrations statistics to the classical Kolmogorov model [12] which is used

for turbulence in astronomy. However, it can be argued that the non-stationarity of

ocular aberrations invalidates this fit. Finally, there seems to be a tendency for the

aberrations to show mirror symmetry between the left and right eyes [13, 9].

The dynamic characteristics of ocular aberrations have also been investigated; sev-

eral studies reported significant temporal fluctuations up to a frequency of 5 Hz

[14, 15], or even 30 Hz and 70 Hz [16, 17]. It should be noted that the temporal charac-

teristics of ocular aberrations do not strictly follow a stationary behaviour; therefore,

one could bring into question these results based on power spectrum calculations.

The causes of the higher-order aberrations dynamic behaviour remain a subject of

investigation. Microfluctuations in accommodation (typically a few tenths of a diop-

tre) cannot explain the measured values (around 0.05 - 0.1 µm) of amplitude of the

higher-order aberrations dynamics for a 4.7 mm pupil [15]; similar conclusions were

drawn from an analysis of ocular movements (saccades, drift, tremor). In another

study, Hampson et al. [18] measured a weak correlation between the aberration dy-

namics and the cardiopulmonary system. Finally, the tear film is a possible candidate,

as precise measurements of its dynamics have recently been achieved [19, 20, 21]. The

measured amplitudes of tear film aberrations were comparable to the total wavefront

error rms variations. On a longer timescale, higher-order aberrations are also depen-

dent on the environment: specifically, they are function of the pupil size [22] which in

turn varies with ambient light, and they change with accommodation [23] according

to the visual scene. Finally, a study showed that they increase with age [24].

10



Chapter 1. Physiological Optics and Vision

1.3 Retinal image quality

The effect of ocular aberrations on image quality can be derived using well-known

mathematical tools. Considering the wavefront deviation W(ρ,θ) over the exit pupil

with respect to a perfect sphere centered on a point A in the Gaussian image plane, it

can be shown [5] that the intensity in the image plane can be expressed as

I(x,y) = C

∣∣∣∣
∫ +∞

−∞

∫ +∞

−∞
P(ξ,η) exp

[
−2πi

λR
(xξ + yη)

]
dξ dη

∣∣∣∣
2

(1.8)

where (x,y) are the coordinates defined with respect to A, C is a constant, λ is the

wavelength, and R is the distance from the exit pupil to the Gaussian image plane.

The pupil function P(ξ,η) is defined as

P(ξ,η) =

{
exp

[
2πi
λ W(ξ,η)

]
for (ξ,η) in the aperture

0 elsewhere.
(1.9)

The intensity distribution I(x,y) is the response of the system to a point source at

infinity; it is commonly called the intensity point spread function (PSF). Equation 1.8

shows that it is proportional to the squared modulus of the Fourier transform of the

pupil function. The shape of the PSF is related to the image quality, more precisely

its width gives an indication of the resolution of the image on the retina. When no

aberration is present and the exit pupil is circular, the intensity distribution is the well

known Airy disc function, and its first minimum is located at an angle θ

θ = 1.22
λ

D
(1.10)

with D the diameter of the pupil. For an aberration-free eye of a 3 mm diameter pupil

and a wavelength of 550 nm, a point source at infinity is imaged on the retina as an

Airy disc of 46 arc seconds radius, or 4 µm radius.

The PSF of the system gets wider with the aberrations, and thus image quality is

altered. In the presence of small aberrations, the central intensity the PSF is reduced

and the energy is redistributed around. In that case, the ratio of the intensity PSF at

the central point A with aberrations to the central intensity without aberrations can

be expressed as

S = 1 −
(

2π

λ

)2

σ2, (1.11)

where σ is the root-mean-square wavefront deformation as defined in Equation 1.7.
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The value of S is referred to as the Strehl ratio. Hence for small aberrations, σ can be

directly related to image quality; it is in that case a useful figure of merit, which is

widely used in the vision scientist community, due to the simplicity of its calculation.

A tolerance criterion to assess the image quality was defined by Maréchal (1947): it

states that an optical system is considered as diffraction-limited when the Strehl ratio

exceeds 0.8, or equivalently when σ is below λ/14. This is a typical criteria used to

assess the correction of ocular aberrations. For the eye, the diffraction limit is given

by the size of the iris. As the aberrations increase with the size of the pupil [10], it

was shown that under a certain pupil diameter (of a value ranging from 3 mm [9] to

1.22 mm [10]) they are overcome by diffraction.

Under the assumption of incoherent illumination, which is valid for everyday vi-

sion and the visual tests designed in this project, and the assumption of stationarity

(independence of the aberrations with the field angle), the intensity of the image of

an object through the system can be written as the convolution of the intensity PSF

with the intensity of the object

Iout(x,y) =
∫ +∞

−∞

∫ +∞

−∞
PSF(x − x1,y − y1) Iin(x1,y1) dx1 dy1. (1.12)

Using Fourier transforms FT, this expression simplifies to

Iout(x,y) = FT−1 {FT{Iin(x,y)} × FT{PSF(x,y)}} . (1.13)

Knowing the wavefront aberrations, it is thus easy to calculate the image of an object

as it is formed on the retina.

The Fourier transform of the PSF is the optical transfer function OTF and its mod-

ulus is the modulation transfer function MTF

MTF = |OTF| = |FT{PSF}| . (1.14)

The MTF gives the ratio of the modulation1 of the image of a sinusoidal grating to that

of the object, as a function of the spatial frequency of the grating. It can be understood

as the attenuation in contrast due to the eye, or contrast sensitivity of the system. It

indicates how well spatial frequencies are passed through the ocular optical system.

Figure 1.3 shows example of measured MTFs for a human eye, at different pupil di-

ameters. Not unexpectedly, as the pupil is increased, the magnitude of aberrations

increases and the MTF is lowered. An interesting study by McLellan et al. has shown

1The modulation is defined as Imax−Imin
Imax+Imin
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Figure 1.3: Sections of two-dimensional calculated MTFs from measured ocular aberrations at the
pupil diameters (mm) indicated (after Artal [22]).

that the signs and orientations of the individual Zernike ocular aberrations tend to

optimise the overall MTF of the human eye, suggesting positive functional interre-

lation [25]. The MTF is a measure commonly used in vision science; not only does

it characterise the optical quality of the eye, it can also be used to predict the effect

of ocular higher-order aberrations on visual performance, as will be explained in the

following section.

Other optical degradations affect image quality. Firstly, as was mentioned earlier,

a perfect wavefront does not result in a perfect focal delta function, but in a broader

function known as the Airy disk, dependent on the pupil size. Scattering arising from

the small particles in the eye and reflections from the optical surfaces will further

alter the image. Furthermore, it should not be forgotten that as a refractive optical

system, the eye suffers from dispersion: the indices of refraction are dependent on

wavelength, hence different wavelengths focus at different points on the retina. With

a broad spectrum light source as is often encountered in human vision, this gives rise

to the so-called longitudinal chromatic aberration (spread of the focal point along the

longitudinal axis), and transverse chromatic aberration for off-axis objects. In the case

of the eye, the fovea is not on the optical axis, so it is already vulnerable to transverse

chromatic aberrations. The polychromatic MTF can be computed from the monochro-

matic MTF, the longitudinal and transverse chromatic aberrations and the cones spec-

tral sensitivities. Such calculations demonstrated that the ocular aberrations seem to

attenuate the effects of chromatic aberrations [26].

Finally, a particularity of the human retina should be taken into account when con-

sidering image quality. Human cones are known to act as waveguides, tuned to a cer-
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tain orientation, typically towards the center of the pupil. This is the Stiles-Crawford

effect, first reported in 1933: the authors noticed that cones are more sensitive to light

entering near the center of the pupil than light entering peripheral regions of the

pupil [27]. The effect is now referred to as the Stiles-Crawford effect of the first kind,

measured psychophysically, as opposed to the double-pass “optical” Stiles-Crawford

effect that can be measured with reflectometry. Both effects have been thoroughly

measured [28] and recently analytically described based on waveguide theory [29].

The impact on image quality of the Stiles-Crawford effect can be computed as an

apodisation in the pupil function, implemented in the PSF and MTF calculations

(Equations 1.8 and 1.14). Marcos et al. found that the volume of the MTF increased

when introducing cone directionality for the 12 eyes they tested [30].

1.4 Contrast sensitivity of the human eye

Vision is a very complex process, of which the optical image formation on the retina

is only the first part. In order to understand what limits visual performance, it is nec-

essary to go through the whole process. After being sampled by the photoreceptors,

the image is locally processed through several levels of cells in the retina, and the

information is sent to the cortex through the optic nerve. It is not the purpose here

to describe thoroughly these stages, but rather to ensure that the reader can grasp

the complexity of the visual pathways at the retinal level, as simplistically described

by Figure 1.4. A direct path sends the signal generated by the photoreceptor via a

bipolar cell onto a ganglion cell, but a more indirect path from the same photorecep-

tor involves the interposed horizontal and amacrine cells, and generates an opposite

signal. This is known as lateral inhibition, and results in bipolar and ganglion cell

receptive fields: these are the total areas of photoreceptors that communicate directly

or indirectly, positively or negatively, with the bipolar or ganglion cell. In a uniform

field, bipolar/ganglion cells receive the direct signal from one or several photore-

ceptors and opposite signal from surrounding photoreceptors. The total summation

results in the cancelation of the signals; the human eye visual pathways are designed

to sense changes in intensity. Furthermore, the pathways are functions of eccentric-

ity and light level. At the center of the fovea and under photopic light, the direct

path is such that a single cone feeds a single bipolar cell which in turn feeds a sin-

gle ganglion cell; hence the resolution of the cones mosaic is retained through the

visual pathway. This is not true at higher eccentricity where larger spatial summa-

tion occurs. Although the photoreceptor mosaic gets coarser and ocular aberrations
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Figure 1.4: Schematic of the retinal circuitry. Taken from webvision.med.utah.edu.

increase, ganglion cells are here the limiting factors in resolution [31]. As light level is

decreased, several factors should be taken into account. Obviously, the signal-to-noise

ratio of the receptor’s detection is decreased, it is in fact proportional to the square-

root of the intensity according to the DeVries-Rose law [32]. Furthermore, the bipolar

and ganglion cell receptive fields spread out [4], and if light is decreased down to

mesopic and scotopic light, rod visual pathways start to intermingle with cone visual

pathways. The cone and rod display very different spatial and temporal integration,

spectral sensitivity and retinal distribution, which all yield a complex interaction [33].

In a similar manner to the metrics derived in the previous section to represent the

optical quality of the human eye and its effect on image quality, the neural sensitiv-

ity, function of spatial frequency, is a common measure of the neural performance.

The reason probably is the evidence of frequency channel responses in the visual sys-

tem [34]. Neural sensitivity was first measured by Arnulf et al. in 1960 [35] using

interferometric methods as introduced by Le Grand [36]. Two narrow beams entering

the pupil can form adjustable interference fringes on the retina without degradation

from the ocular optics. It is then possible to define and measure the neural MTF in a

similar way as the optical MTF (see Eq. 1.14). The measurement of the neural MTF

involves psychophysical methods, where a certain task (e.g. discrimination of the

orientation of a grating) is used to determine the contrast threshold required by the

subject to detect it at a certain spatial frequency. The neural contrast sensitivity is the

inverse of the contrast threshold. The product of the neural and optical MTFs gives
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the contrast sensitivity function (CSF) of the eye

CSF = MTFoptical × MTFneural. (1.15)

This simple relation can be used to predict the effect of ocular aberrations on visual

performance. The ratio of the optical MTF without aberrations over the MTF with

aberrations is commonly referred to as the visual benefit. Such calculations were

derived by Guirao et al. [37] using data of higher-order aberrations in a population of

human eyes. They measured an average of 0.35 µm wavefront error rms for a 5.7 mm

pupil in 109 subjects, and calculated an average visual benefit of 2.5 at 16 c/deg and

3 at 32 c/deg, the latter frequency being close to the limit of visual acuity.

Contrast sensitivity can also be measured directly, if gratings are seen normally

through the whole pupil of the eye. Complete sets of data can help disentangling

the different spatial filtering stages of the eye. Figure 1.5 illustrates this analysis,

with a measured CSF, a measured neural MTF, and the optical MTF derived using

Equation 1.15. The reader can compare the calculated optical MTF with the curves

Figure 1.5: Optical modulation transfer function computed from the neural modulation transfer func-
tion and the contrast sensitivity function. At the bottom are the CSF (lower curve) and the neural MTF
(upper curve); at the top is the difference between these two curves. Taken from [38].

given in Figure 1.3. The overall contrast sensitivity function is shaped as a band-

pass filter: high frequencies are filtered by both optical and neural factors, while low

frequencies are filtered mainly by the neural processing, through spatial summation
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as just discussed. The effect of higher-order aberrations on contrast sensitivity was

investigated by Williams group using adaptive optics [2, 39], a technique that will

be explained in the next chapter. They showed an improvement by a factor 2-3 in

contrast sensitivity for 6 mm dilated pupils in two subjects.

The cut-off frequency of the contrast sensitivity represents the acuity limit. This

parameter is often used by optometrists to measure visual performance because it

can easily and quickly be measured with letter charts for example. We shall refer here

to the description of the retina given in Section 1.1 and the physical dimensions of

the photoreceptors which were given. The Shannon sampling theorem states that a

bandwidth limited signal can be fully resolved if the sampling frequency is at least

twice as big as the highest frequency of the signal. Therefore, the highest frequency

fc (in c/deg) of a sinusoidal grating that can be resolved by the retina is given by

fc =
pπ

180 ∗ S
√

3
(1.16)

where p is the nodal distance of the eye and S the center-to-center receptor spacing.

Anatomical measurements of cone spacing at the fovea lead to predictions of a reso-

lution limit of about 60 to 85 c/deg. This value is close to the 50-60 c/deg limit mea-

sured by Williams using interference fringes [40]. He noticed that gratings beyond the

cut-off frequency could still be detected but not resolved; they rather appear as lower

frequency “zebra stripes”, which is a typical indicator of aliasing. It is interesting to

note that the diffraction limit as we computed it for a 3-mm pupil (the higher-order

aberrations are then negligible) gave a resolution of 47 arc seconds, or 76 c/deg in

frequency which is about the retinal limit. This seems to indicate a good balance be-

tween the degradation due to optical aberrations and the actual retinal resolution. As

we have mentioned earlier, the limitation at higher eccentricity is given not by the

ocular aberrations nor the receptor mosaic, but rather by the ganglion cells; aliasing

phenomena can then be observed naturally.

Contrast sensitivity as a function of spatial frequency is a representation of visual

performance that may not provide all the relevant information on vision. Indeed, real

life images contain a broad spectrum of frequencies. Contrast sensitivity measure-

ments for a particular spatial frequency do not represent these conditions. In fact, as

such measurements usually involve a sinusoidal grating weighted with a Gaussian

envelope, they probably contain a wider range of frequencies and cannot be directly

related to the computed MTF. The spatial frequency domain functions representing

vision provide a good basis for the understanding of visual function, but they do not
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fully render the complexity and limitations of visual processes. As we have seen, vi-

sion involves several stages that all have their limitations, and these furthermore vary

with ambient light. Neural sensitivity changes with light level for reasons explained

earlier. The effect of luminance on visual performance has been measured in terms

of contrast sensitivity function, showing a decrease as retinal illuminance2 was de-

creased for a 2-mm fixed pupil [41, 42], 3-mm fixed pupil [43] and natural pupils [43].

Other measurements include the results of Coletta et al. who investigated the effect of

luminance on neural MTF, as measured by interferometric techniques [44]. The differ-

ent light regimes also affect the pupil size, resulting in different magnitudes of ocular

aberrations and light scatter. It shall be noted that to the author’s knowledge, no

direct comparison has been done of neural and optical sensitivities with light levels,

although earlier papers [45] suggested an optimized pupil size for visual performance

as a factor of luminance. The extent to which neural and optical limitations may re-

late to each other in a range of ambient light levels for every day functional vision

remains an open subject.

The work presented in this Thesis was driven by the hope that the recent tech-

niques available to measure and correct higher-order aberrations would enable us to

understand better the impact of these aberrations on visual performance, beyond the

usual contrast sensitivity analysis. The next chapter is devoted to the description of

adaptive optics, focussing on its implementation in vision science.

2Retinal illuminance is is defined as the product of the luminance in the pupil plane, measured in
cd/m2, with the pupil area, in mm2. Its unit is Troland (Td).

18



Chapter 2

Ocular Adaptive Optics

The concept of Adaptive Optics (AO) was first proposed by Babcock in 1953 [46] to

improve astronomical images otherwise degraded by the turbulence present in the

atmosphere. Turbulence creates local and dynamic changes of optical path, the ori-

gin of wavefront aberrations as we defined them in Section 1.2. Babcock suggested

to use an active optical element to correct the instantaneous wavefront distortions,

after having measured them with a so-called wavefront sensor which would deliver

the signals necessary to drive the correcting device. The limitations of the technology

at the time did not allow the construction of such a system. However, the potential

gain in resolution uncovered by this technique encouraged substantial investments,

especially from the US government for defence projects. This led to the construction

in 1977 of the first adaptive optics system able to sharpen two-dimensional images

of satellites placed on orbit [47]. Astronomers were soon to follow, thanks to the de-

velopment of better detectors allowing detection of faint sources in the near infrared;

the 19 actuator COME-ON system was installed on the telescope at La Silla in Chile

in the early 1990’s [48]. All large telescopes are now equipped with adaptive optics

systems operating in the near infrared.

Although Smirnov had mentioned the idea in 1961 [1], it was not until 1989 that

adaptive optics was introduced in vision science. That year, Dreher et al. presented

a system based on a deformable mirror conjugated with the human eye to correct

astigmatism [49]. They did not however measure the wavefront aberrations, relying

on ophthalmic prescriptions. The first complete system was built in 1997 by Liang et
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al. [2]; they reported both high-resolution retinal images and a possible enhancement

of vision thanks to AO. Following this successful experiment, several other ocular AO

systems have since been built around the world. Adaptive optics relies on two tech-

nologies, namely wavefront sensing and wavefront correction, that will be detailed

below, with particular attention to the application in vision.

2.1 Wavefront sensing in the eye

Measuring ocular aberrations requires sending light through the eye and sensing the

deformations introduced. Two approaches can be considered. The subject’s retina

can be used as the actual sensor, hence only one pass through the system is required

for such psychophysical methods. For objective methods, on the other hand, light

needs to go in and out of the eye, the first pass forming a secondary light source on

the retina.

History of ocular aberrometry

The first direct measurements of the overall ocular aberrations date back to 1961, with

a method developed by Smirnov [1]: a coincidence subjective technique was used

to measure local tilts introduced by aberrations in sub-pupils of the eye. Later, this

was to become the laser ray tracing method [50]. Small laser collimated beams are

sequentially scanned through the pupil, and the displaced spots formed by the so-

called rays are re-imaged onto a camera to measure the local tilts induced in the first

pass of the light through the eye. Other early techniques include that pioneered in

1969 by Berny [51], who adapted the Foucault knife edge test to ocular aberrations. In

1984, Walsh et al. [52] developed an objective version of the Howland cross-cylinder

aberroscope [53]. Similarly to the laser ray tracing technique, the principle of this

aberroscope is to compute the wavefront aberrations from their local partial deriv-

atives (tilts in the pupil plane, corresponding to displacements in the retinal plane).

Subjective methods suffer from the length of time needed to perform the experiment,

and the variability in the results obtained. The earlier objective techniques, on the

other hand, lacked from good imaging technologies and sufficient computing ability

available at the time.

An approach used more recently consists in retrieving the wave aberration from

double-pass intensity images [54, 55]. A point source at infinity is imaged on the

retina, effectively giving the PSF of the eye, and reimaged on a camera. This idea was
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pioneered by Flamant in 1955 [56] who imaged the double-pass line spread function

(i.e. double-pass image of a line through the optics of the eye) on a photographic

film. The technique relies on the assumption of incoherence of the imaging process

provided by the long exposures; the intensity output is therefore the auto-correlation

of the PSF of the eye [57]. The single MTF can be retrieved, but the phase modulation

transfer cannot [58]. The implementation by Santamaría et al. of digital calculations

in 1987 [54] improved greatly the efficiency of the measurement as compared with the

photographic techniques used by Flamant and others. However, although the record-

ing of the data could follow the dynamics of the subject, the time needed for analysis

of the data would make it impossible to have a real time quantitative measurement.

Shack-Hartmann wavefront sensing

Shack-Hartmann wavefront sensing was introduced in 1994 [59] in vision science, fol-

lowing its establishment in astronomy. It soon became a method of preference, due to

its reliability, simplicity to implement, and the relatively small amount of processing

required. This technique is of particular interest for us, since it was used in the study

presented in this Thesis; therefore some more details will be given here. The tech-

nique relies on the sampling of the aberrated wavefront with a lenslet array placed in

a conjugated plane of the pupil where the wavefront error is to be measured. Each

lenslet focusses the locally deviated wavefront onto a camera (typically a CCD cam-

era) placed in its focal plane. Geometric rays are perpendicular to the wavefront,

therefore if the wavefront is locally approximated by a titled plane, the displacement

of each spot measured with respect to a reference is proportional to the local slope of

the wavefront. Figure 2.1 illustrates this method. A plane wavefront gives an evenly

spaced grid of focal points, while an aberrated wavefront creates a disordered grid

(the figure only gives a schematic in one dimension).

The wavefront error can be reconstructed from the first derivatives
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f

(2.1)

with i the lenslet considered, f the focal length of the lenslet, and ∆xi, ∆yi the dis-

placements of the focal spots as measured behind that lenslet on the CCD camera.
∂W(x,y)

∂x

∣∣∣
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and
∂W(x,y)

∂y

∣∣∣
x=xi,y=yi

are the averaged partial derivatives of the wave-

front error over the lenslet area. Recalling the decomposition of the wavefront in
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(a) Plane wavefront

f

∆y

(b) Aberrated wavefront

Figure 2.1: 1D schematic of the measurement of the wave deformation with a Shack-Hartmann sensor.

polynomials, as given in Equation 1.1, it can be noted that the reconstruction can be

computed through the Zernike derivatives, for example. The displacements them-

selves are measured using the centroids of the spots. An estimation of the centroids

position (cxi, cyi) is given by 



cxi =
∑ xj Ij

∑ Ij

cyi =
∑ yj Ij

∑ Ij

(2.2)

where j represents a pixel of the area subtended by the lenslet, xj and yj are the x and

y coordinates of this jth pixel and Ij is the intensity at this same pixel.

Several issues of the Shack-Hartmann wavefront sensing technique should be con-

sidered. Sensitivity and dynamic range are determined by the design of the device

and inevitably compete against each other, hence the design must be prepared care-

fully for a certain application. Furthermore, errors in the wavefront measurement

originate from two problems: the fitting error imposed by the limited sampling of the

wavefront by the lenslets, and the propagation of the centroiding error in the wave-

front reconstruction. The fitting error is dependent on the lenslet sampling geometry

and the wavefront statistics; concerning ocular aberrations, the statistics can only be

estimated from population studies obtained so far. As for the actual centroid mea-

surement, it is prone to several sources of errors. Measurement noise arising from

photon noise and electronic noise of the camera has been well described in the lit-

erature [60]. Photon noise is due to the limited number of photons passing through

22



Chapter 2. Ocular Adaptive Optics

each lenslet; readout noise is the standard deviation of a random signal introduced by

the electronics of the detector. Ocular wavefront sensing images are also degraded by

several sources of spatial noise, which in turn add to the centroiding error. Waveguid-

ing properties of the photoreceptors (the Stiles-Crawford effect described earlier) in-

duce a Gaussian irradiance distribution in the pupil plane. Bará showed that this

irradiance variation is non-negligible within each subaperture if using a 37 lenslet

grid over the pupil; he evaluated a bias in the wavefront calculation in the order of

5-10% [61]. Retinal scattering also contributes to non-uniformity of the irradiance dis-

tribution, in particular producing a halo around the central core of the spot images

on the CCD [62]. Moreover, when coherent light is used to illuminate the retina as

is often the case in ocular wavefront sensing, speckle is produced by the interference

of light scattered from different locations within the three dimensional retinal tissue

and adds to the noise on the focal spots sensed by the camera. These scattering effects

are dependent on the wavelength, the photoreceptor size and the polarization state

of the light [58, 29]. The error is a complex issue: it is not systematic as the irradiance

distribution varies with the eye movements, and the focal spot irradiance profile can

be greatly affected in particular by speckle. Eye movements can average the noise

over long exposures, but other types of spatial averaging are required to lower noise

level with short exposures. One solution is to use short coherence light sources; an-

other is to spatially average the noise by the use of a scanner or a rotating diffuser.

The approach chosen by K. Hampson, who initiated the project, is the scanner, as was

suggested by Hofer et al. [15]. After averaging, the spots are clean of speckle but they

are also wider.

Finally, as was mentioned above, the measured wavefront is the result of an ocu-

lar double-pass. The problem was thoroughly studied by Diaz-Sanatana et al. who

showed that for an averaged measurement (as is obtained with the methods men-

tioned above), the first-pass phase information loss is dependent on the scattering

properties of the retina [58]. In the presence of a rough scatterer, the phase of the

double-pass field, as measured by the Shack-Hartmann, does not contain informa-

tion of the first-pass deformations. It raises the advantage of the technique as com-

pared to the double-pass intensity measurement which keeps a memory of this in-

formation, as explained earlier. At the fovea, it can be considered that the difference

between a symmetric double-pass wavefront error and a single-pass wavefront error

lies beneath the resolution of the Shack-Hartmann. The problem is further reduced

when using a very small entrance beam which will suffer from very small deforma-

tion. The performance for measuring ocular aberrations with the Shack-Hartmann

has been assessed [63] and compared to other results obtained with psychophysical
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techniques [64] or the Laser Ray Tracing method [65].

Other recent techniques

Other techniques implemented for ocular aberrometry include pyramid wavefront

sensing, a variation of the Foucault knife test, where a pyramid is placed in a con-

jugated focal plane, and intensity differences between the images obtained can be

related to the derivatives of the wavefront error. Several groups [66, 67] showed the

feasibility and flexibility of such a sensor applied to ocular wavefronts. Interferomet-

ric techniques such as lateral shearing interferometry should be mentioned as they

were recently tested to measure phase errors introduced by the tear film [68]. Cur-

vature sensing is another method whereby the wavefront error Laplacian is retrieved

through measurements of local changes in intensity in planes perpendicular to the

light’s propagation direction. Similarly to interferometric methods, it has the poten-

tial for higher resolution than Shack-Hartmann wavefront sensing [69, 70]. Finally,

wavefront error modes can be selectively detected through the use of complemen-

tary holographic phase plates; this is the concept of so-called modal wavefront sens-

ing [71].

2.2 Wavefront correction in the eye

Wavefront correction is possible once wavefront sensing is achieved. A deformable

element is used to compensate for the measured aberrations. Figure 2.2 illustrates a

typical ocular AO system that can be used for enhanced vision or retinal imaging. A

coherent light source produces a plane wavefront which enters the eye, focusses on

the retina and is reflected back through the whole pupil. The distorted wavefront is

measured by the sensor and corrected automatically by the deformable optical ele-

ment. The wavefront corrector needs to be conjugated to the wavefront sensor for

exact correction of the wavefront aberrations, since the phase error changes with the

propagation of the beam. They are also both conjugated to the pupil of the eye, which

is the pupil of the whole system. In these planes, the size and location of the beam

in independent of the present aberrations. An object seen through the system is aber-

rated by the corrector in such a way that it compensates for the aberrations of the eye;

the final image is free of aberrations. Inversely, the system can provide a diffraction-

limited image of an object at the back of the eye (photoreceptors for example).
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Figure 2.2: Schematic of an AO system for the eye.

Correcting devices

The spatial resolution of the correction is given by the number of actuators of the

correcting device and the width of their influence functions, while the amplitude of

correction is limited by its stroke. The temporal response of the corrector is another

important parameter, although most correctors are well suited for ocular AO as we

will see.

Several types of correcting devices have been developed and implemented in the

adaptive optics field. With efficient electro-mechanical coupling, high accuracy and

stability, piezoelectric actuators have been used widely in astronomy to build de-

formable mirrors, classified into segmented and continuous facesheet mirrors [60].

The most common actuator material is lead zirconium titanate (PZT). Figure 2.3 gives

a schematic of a segmented mirror and a continuous facesheet mirror; other contin-

uous facesheet mirrors are illustrated in the next chapter. With a discrete structure,

mirror phase plates

PZT actuators
Segmented Monolithic continuous facesheet

Figure 2.3: Schematics of a segmented and a monolithic continuous facesheet piezoelectric mirrors.

segmented mirrors can offer fine spatial resolution, provided a sufficient number of
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actuators to counterbalance fitting errors. The fitting is further improved with actua-

tors individually providing tip and tilt as well as piston deformation. The segments

are easily assembled and repaired, but a disadvantage is that they create diffraction

effects at their edges. Continuous mirrors can have more of a modal behavior and

their fitting performance rapidly decreases with the spatial order of the aberrations

to be corrected; however, for low order modes, they require several times less el-

ements than piston-only segmented mirrors, and about the same as piston/tip/tilt

segmented mirrors [60]. Different configurations exist: the facesheet can be directly

actuated through bonded electrodes, these mirrors are called monolithic; when two

wafers are bonded together they form a bimorph mirror; finally the facesheet can be

deformed indirectly through the push-pull effect of a stacked array of actuators (so-

called stacked actuator mirrors). Such mirrors, initially developed for the astronomy

community, have been used in ocular AO systems by different groups, in a stacked

actuator [2, 72, 73] or bimorph [74, 75] configuration, but their high cost is often a

problem. Membrane mirrors form another type of continuous deformable mirrors:

the membrane is in this case attracted by electrostatic effect [76]. Compared to piezo-

electric mirrors, electrostatic mirrors have no hysteresis. Due to their low cost, these

mirrors are popular in the vision community [77, 16, 18, 78, 79]. A finer spatial res-

olution can be obtained with microelectromechanical system (MEMS) mirrors; these

miniaturised membrane mirrors indeed exhibit a zonal behavior and have been tested

for the correction of higher-order ocular aberrations [80, 81]. Magnetic mirrors are

also being developed, and hold the promise to provide vision scientist with an afford-

able very high stroke [82]. Finally, liquid crystal spatial light modulators (LCSLM),

similarly to segmented mirrors, have the potential to offer very fine spatial resolution.

In these components, the optical path length is locally changed due to the effect of an

electric current on the orientation of the molecules of the crystal. However, they can

only be used with monochromatic sources, which is often a disadvantage although

it can help optimising the amplitude of correction with phase wrapping techniques.

Another drawback refraining their use in AO systems is their slow temporal proper-

ties [83, 84].

Although many correcting devices have been implemented in ocular AO systems,

there has been no demonstration of what technology is the most appropriate for oc-

ular aberrations and what number of actuators and stroke are necessary for such ap-

plication. The next chapter is devoted to the comparison of several continuous de-

formable mirrors for this particular task.
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Wavefront fitting

Wavefront reconstruction itself is not strictly necessary for the correction, as long as

the sensor is referenced to a plane wavefront and calibrated to the deformation intro-

duced by the corrector. The control system translates the signal detected by the sensor

into a command which is sent to the corrector. The computation is done with a matrix

B, built such that each of its column vector characterizes the effect of each individual

actuator of the corrector on the sensor. The sensor and the corrector are related by the

expression

s = Bc (2.3)

where s is the measurement given by the wavefront sensor and c is the command sent

to the mirror. The signal after correction can be expressed as

s = s0 + Bc (2.4)

with s0 the initial signal. Expressing the command to be sent from the signal mea-

sured implies inverting B. The matrix is not usually invertible, hence a best fit is used

instead. A common strategy is to minimize the squared signal error which is a good

measure of the correction error. The resulting controller C is the least-square recon-

structor, also called pseudo-inverse B−1∗of B. It can be calculated using the singular

value decomposition

B = U × W × VT

⇒ C = B−1∗ = V × W−1 × UT.
(2.5)

The column vectors of U and V represent orthogonal sets of the system modes in

the sensor base and the mirror base respectively. Their dimensions are given by the

numbers of signals and actuators (degrees of freedom). The total number of modes

is the smaller of these two numbers. W gives the singular values, or the gain of the

system for each mode: the lower the singular value, the less responsive the system

for that particular mode and the bigger the command to be sent. Therefore the modes

associated to the smallest singular values are also the modes the most sensitive to

noise. These are usually discarded, and a compromise must be found between spatial

resolution and stability of the system. The number of modes can also be reduced to

avoid saturation, when the stroke of the corrector is not sufficient for the wavefront

error correction.

The least-square reconstruction does not take into account measurement noise

propagating through the system and is thus a simplistic approach. An optimized
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reconstruction can be derived considering the actual phase error,

Φ = Φ0 + Mc (2.6)

with M the corrector influence matrix. This matrix characterizes the phase deforma-

tion introduced by the corrector and can be experimentally calculated measuring its

influence functions, or phase deformations introduced by each actuators. The noise

n on the wavefront sensor signals is also taken into account along with the sensor

response matrix S

s = SΦ + n. (2.7)

Minimizing the squared wavefront error leads to a solution dependent on the aberra-

tion statistics, the noise statistics, the mirror influence matrix and the sensor response

matrix, as first proposed by Wallner [85]. Assuming the noise is independent from the

incoming wavefront, zero-mean, independent identical Gaussian within each lenslet

(〈nnT〉 = σ2
n I), the optimal reconstructor can be expressed as

C = −[MTM]−1MT〈ΦΦT〉ST
[
S〈ΦΦT〉ST + σ2

n I
]−1

. (2.8)

If the statistics are Gaussian, the solution is the maximum likelihood. In astronomy,

the Gaussian statistics of the turbulence are well known, and the maximum likeli-

hood reconstructor can be derived. To the author’s knowledge, such reconstructor

has never been used in ocular AO.

Closed-loop system

Because the corrector is placed before the sensor, the correction is continuously re-

assessed and adapted. The temporal behaviour of such a closed-loop system is of

importance since time parameters of the AO system are of comparable timescale to

dynamics of the ocular aberrations. The parameters include the exposure duration

over which the sensor signals are integrated, and the readout and calculation times

introducing delays in the system. At the time the correction is applied, the actual

wavefront error may have changed.

The temporal response of a closed-loop system can be modeled from the knowl-

edge of its components, usually through Laplace transforms

F(s) = L[ f (t)] =
∫ ∞

0
f (t)e−stdt (2.9)
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where s is the complex frequency, s = σ + iω. Laplace transforms greatly simplify

the algebra of differential and integration operations such as those encountered in

closed-loop systems. The steady-state frequency response, given by the transfer func-

tion evaluated at s = iω, provides useful analysis of the system. In particular, consid-

erations upon bandwidth and stability can be made through the analysis of the open-

loop transfer function, closed-loop transfer function and error transfer function (ratio

of the closed-loop transfer function by the open-loop transfer function). Figure 2.4

gives a schematic of the closed-loop system, using classical block-diagram represen-

tation. A thorough description of each component can be found in the literature [60].

Wavefront 

sensor

Control 

computer

Digital-to-analog 

converter
-

+Aberrated phase

Compensation

error

Readout

Figure 2.4: Block-diagram representation of an AO system.

The control computer temporal response can be adjusted to ensure stability of the

system while optimizing its bandwidth. A simple integrator is one solution: the cor-

rection is iteratively calculated from the previous correction and the current phase

error

ci = ci−1 + g × B−1∗si, (2.10)

the parameter g being the gain of the system. Optimal gain can be computed from the

mentioned frequency analysis, although it usually needs to be adjusted experimen-

tally in vision science. Hofer et al. [86] found a good agreement between predicted

and experimental optimal gain for their ocular AO system. The gain can also be ad-

justed separately for each mode of the system, as proposed by Gendron et al. [87]. A

simple integrator control law may not always be the best suited and optimized pre-

dictive controls can be derived from the temporal statistics of the aberrations, such

as for the turbulence [88, 89]. Again, the implementation of this optimization is more

difficult in vision science due to the non-stationarity of the ocular aberrations. The

dynamics of the aberrations yet need to be well understood and characterized before

a more complex control law is designed.
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2.3 Developments and applications of adaptive op-

tics for vision science

Ocular AO current status

The first complete AO system was presented by Liang et al. [2] in 1997, based on

a Shack-Hartmann sensor and a piezo-electric mirror. The following year, the per-

formance of a system, incorporating a double-pass intensity wavefront sensor and

a liquid-crystal spatial light modulator as the corrector, was evaluated [83]. Both

these systems were used in a static regime, although the correction was achieved

through several iterations. Since then, several systems have been developed to op-

erate at a 20-25 Hz frame rate [86, 90], in line with the required speed derived by

Hofer et al. [15] from aberration dynamics measurements. Higher AO sampling rates

have been reported [16, 74], which may show a benefit in using higher bandwidths

for higher levels of correction. However, as Diaz-Santana et al. highlighted it, the

required bandwidth is dependent on the AO system and the subject’s aberrations dy-

namics [16]. The residual wavefront error reported is usually around 0.1 µm rms for

different pupil sizes and gain, although this is highly subject-dependent. Consider-

ing the visible spectral bandwidth centered at 550 nm, this corresponds to a residual

wavefront error rms of λ/5 − λ/6.

Although most of the recent AO systems for vision science are based on Shack-

Hartmann sensors and deformable mirrors, a complete AO system incorporating a

pyramid wavefront sensor [67] and one with a liquid-crystal corrector and an inter-

ferometric feedback [91] have been presented, although the latter has not yet been

tested on real eyes. Another approach of adaptive optics for vision science has been

developed using feedback based on the subjective evaluation of sharpness instead of

a wavefront sensor [92]. Static correction has also been demonstrated through the

manufacture of customized phase plates [93, 94]. Beside the manufacturing issues to

exactly match measured aberrations, the dynamics of the aberrations yield a higher

static residual wavefront error than with AO systems. Moreover, if applied to con-

tact lenses, decentrations and tilts are important issues to be taken into account for

this technique [95]. Wavefront-guided surgery has also been tested [96] but the tech-

nique is not fulfilling expectations, as significant higher-order aberrations are still

introduced [97]. Finally, the concept of customized intra-ocular lenses is being inves-

tigated [98], but again, alignment is here critical. The idea was taken even forward

with the study by Vdovin et al. [99] of a intraocular adaptive optics with remote con-
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trol.

Recent developments of AO systems include the implementation of two deformable

mirrors in one system to combine spatial resolution and stroke of the corrective ele-

ments for an optimised correction. Zawadzki et al. [100] used two mirrors conjugated

to the pupil plane and showed a better correction obtained than with either of the

two. The idea could be developed further for a dual conjugate adaptive optics system.

When all aberrations are located within one plane, a correction in a conjugated plane

is sufficient for a wide-field correction, while if the aberrations extend over a thicker

layer (as is the case for the eye), a single corrector can only provide diffraction-limited

correction for a limited field of view, the so-called isoplanatic patch. At further eccen-

tricity, the correction worsens the aberration pattern which varies with eccentricity.

One approach consists in optimizing the correction given by a single corrector for a

certain field [101], but a better wide-field correction can be achieved with several sen-

sors and correctors placed in different planes. This is the principle of multi-conjugate

adaptive optics [102], and it has been analyzed for the ocular application [103].

Applications of ocular AO

As was mentioned earlier, the main application for adaptive optics has been retinal

imaging. The first adaptive optics ophthalmoscopes [2, 86, 74] were followed by AO

scanning laser ophthalmoscopy (SLO) [72], optical coherence tomography [75, 73]

(OCT) and combined SLO-OCT systems [79]. They reported increased light collection

in the imaging branches, leading to better sensitivity and resolution. Using AO SLOs,

the research has focussed on imaging individual photoreceptors (for densimetric and

trichromatic topography measurements) and blood flow, while AO OCT leads to a

better depth resolution to visualize the different retinal layers (although the signals

obtained with this technique are still being discussed) [104].

The application which is more of interest for ourselves is the ability to perform

psychophysical experiments on vision, while controlling higher-order aberrations.

Beyond the straightforward experiments on visual performance [2, 39], which is the

topic of the Thesis, it is worth mentioning here other experiments that have been

carried out. Some interest has arisen in the study of the role of higher-order aberra-

tions in accommodation, but no conclusive results were obtained either for steady-

state accommodation [78] or accommodation response [105, 106]. Other experiments

can be described in terms of functional imaging, whereby photoreceptors are excited

with a very well defined stimulus, and simultaneously imaged [107]. For example,
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Hofer et al. [108] recently reported the delivery of monochromatic stimuli less than

two microns full width at half maximum. Putman et al. showed that the locus of

fixation could this way be precisely related to the cone density [109]. The spectral

sensation [108] or the local defects [110] of photoreceptors can also be revealed more

precisely with such techniques.
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Task-based Assessment

of Deformable Mirrors

for Vision Science

The wavefront corrector is a key element of an adaptive optics system. Apart from

stroke and number of actuators, size and price are important parameters in the search

for a compact and economic ocular AO system to be easily implemented in the labora-

tory or in clinical environment. Excluding a few examples with liquid-crystal spatial

light modulators [83, 91, 84], most ocular AO systems reported include continuous

deformable mirrors. Continuous mirrors seem well suited for the correction of the

relatively low number of modes characterising ocular aberrations. In astronomical

AO, typical empirical numbers indicate that piston-only segmented mirrors require

four to eight times more actuators than continuous mirrors which in turn provide

comparable or slightly better fitting than piston/tip/tilt segmented mirrors [111, 60].

A few studies recently attempted to derive the requirements of deformable mirrors

for ocular AO. Doble et al. modeled continuous and segmented mirrors and showed

that 11-14 actuators across would be sufficient for a stacked array actuator continuous

mirror, while 50-90 actuators would be required for a piston-only segmented mirror in

order to correct higher-order aberrations over a 7.5 mm pupil [112]. The latter number
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would be reduced for piston/tip/tilt segments (9-12 actuators across). These results

were based on a large population ocular wavefront measurements and extended the

simulations presented by Miller et al. [113] over 12 subjects, which stated that 20×20

actuators could provide diffraction-limited correction for a 6 mm pupil. No mirror

meeting such high requirements has yet been implemented in ocular AO systems,

and amongst all the continuous mirrors tested, it is difficult to state which one is best

suited for ocular applications. A study directly compared the in-vivo ocular correc-

tion given by two different deformable mirrors (a MEMS mirror and a piezoelectric

mirror) over a 4.6 mm pupil and concluded on similar performance [80] for the three

subjects tested. Given the variability of ocular wavefront aberrations in a normal

population and the limited practicality of AO systems, statistical conclusions cannot

easily be drawn from experimental measurements.

The study presented here aimed for a task-based assessment of commercially avail-

able continuous surface deformable mirrors, that is to simulate numerically the per-

formance of these mirrors to correct typical higher-order ocular aberrations. Three

mirrors were compared: the 37 element electrostatic micromachined membrane de-

formable mirror (MMDM) from OKO, the 19 element piezoelectric mirror from the

same company, and the 35 element bimorph mirror from AOptix. The 37 element

OKO MMDM has been implemented in several ocular AO systems [77, 16, 18, 78, 79],

while the other two mirrors are more recent and have only been used by a couple of

research groups [75, 67]. The mirrors were precisely characterized and the measured

phase maps were used to fit Zernike polynomials and typical ocular aberrations. The

results of this analysis have been published [114].

3.1 Deformable mirrors

The three mirrors investigated present different spatial characteristics in terms of op-

tical diameter and actuator geometry, as can be seen in Figure 3.1. Actuator responses

also differ because of the technology used for each mirror; a short description of the

three mirrors is given. As the technologies referred to here have been used in astron-

omy for some time, more details can be obtained from reference books [111, 60].

The 37 actuator OKO MMDM

This mirror has already been described in several publications, and its behavior has

been modelled [76]. It consists of a silicon nitride membrane suspended over an array
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d = 9.5 mm d = 10.2 mm d = 30 mm

Figure 3.1: Actuators layout for the three mirrors considered: the 37ch OKO MMDM, the 19ch OKO,
and the 35ch AOptix. The gray area represents the optical pupil typically used. It is defined as such by
the manufacturer for the 19ch OKO and the 35ch AOptix mirrors, but set by the user for the 37ch OKO
MMDM mirror.

of electrodes. The membrane is electrostatically attracted towards the 37 hexagonally

arranged electrodes when a voltage is applied to them, as shown in Figure 3.2. The

Si membrane coated with Al

electrodesV i

Figure 3.2: Schematic of the 37ch OKO mirror actuation and examples of actuator response.

surface deformation follows a quadratic dependance on the applied voltage, and this

assumption was used in the performance simulations of the mirror. For the simu-

lations, the optical pupil was reduced to about 2/3 of the mirror diameter, i.e. ap-

proximately 9.5 mm as shown in Fig. 3.1. This is a commonly accepted value, as the

membrane is clamped to the edge, and we want to be able to correct for aberrations

at the edge of the pupil [115]. The maximum stroke, measured as the difference be-

tween the deformation when the maximum voltage is applied to all actuators to that

when no voltage is applied, was evaluated over this area to 3.5 µm peak-to-valley

surface deviation with a commercial Twyman-Green interferometer. The single actu-

ator stroke, corresponding to the maximum voltage applied to one actuator while the

others are set to zero, was 500 nm. It should be noted that the mirrors of this series

vary in characteristics such as optical flatness and distance between the membrane

and the array of electrodes, so that the spatial performance evaluation given here is

just an indication of typical performance.
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The 19 actuator OKO piezoelectric deformable mirror

This new 30-mm mirror was recently manufactured by OKO Technologies. It inte-

grates piezoelectric technology into a compact and relatively inexpensive device. The

reflective quartz plate is piston-like deformed by the lead zirconium titanate (PZT) ac-

tuators when a voltage is applied. Furthermore, it only covers part of the outer ring of

PZT material

V 

electrode

free edge quartz plate

Figure 3.3: Schematic of the 19ch OKO mirror actuation and examples of actuator response.

actuators and it is not restricted at the edge. These features result in sharper influence

functions and a larger stroke than for the membrane mirror: over the specified volt-

age range of -150V to 450V, the single actuator stroke was evaluated to 3 µm for the 7

inner actuators, and 6/8.5 µm for the outer ring. Due to a limitation of our power sup-

ply, the mirror behavior was measured over half the specified voltage range, but the

values were extrapolated to the full specified range. The actuator response can be ap-

proximated to a linear curve; however the mirror exhibits hysteresis. Over the range
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Figure 3.4: Measurement of hysteresis through the ramping of one actuator.

0 to 300V, the hysteresis was measured up to about 14% of the total deformation, as

can be seen on Fig. 3.4. The hysteresis effect was ignored in the present study, since

the spatial characterization measurements cancelled it out as explained in Section 3.2.
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The 35 actuator AOptix bimorph mirror

The AOptix mirror consists of two layers of ceramic lead magnesium niobate (PMN)

which are directly actuated by the electrodes bonded on the materials. PMN material

deforms when an electric field is applied to it, similarly to PZT, but it differs to it in

that the deformation is independent of the polarity of the field, and only 2% hysteresis

is present at room temperature. The two layers are bonded together with a grounded

electrode, and the other electrodes are mounted on the back and front face of the

mirror. The front face electrode cannot be driven fast due to its high capacitance,

hence it is used to produce the overall defocus. A guard ring, which limits the optical

front face electrode

back face electrodes

PMN material

ground electrode

V 

Figure 3.5: Schematic of the 35ch AOptix mirror actuation and examples of actuator response.

pupil (see Fig. 3.1), separates the actuators in two groups: the inner actuators produce

a curvature deformation while the outer ones are referred to as slope actuators. The
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Figure 3.6: Measurement of response through the ramping of one actuator.

total stroke of the mirror is about 18 µm, and the individual stroke of the actuators

varies from 3 µm for the 19 inner actuators, to 7 µm for the outer ring of actuators.

These values are very similar to those measured on the piezoelectric OKO mirror. The

actuator response to the voltage applied is not linear, as shown by Horsley et al. [116],

but there was an attempt to correct for it in the software provided by the company.

37



Chapter 3. Task-based Assessment of Deformable Mirrors for Vision Science

Figure 3.6 shows the surface response of a single actuator driven by the commands

of the software and not the voltages; the curve is approximately linear, except at the

extremities of the full range.

3.2 Simulation method

Least-square phase fitting

The spatial analysis performed over the mirrors was based on the least-square fit-

ting of specified phase maps. We will describe here the process followed step-by-step

and discuss the practical issues. The first step was to record each particular deforma-

tion produced by the actuators, the so-called influence functions (IF) as illustrated in

the previous section. In order to obtain precise phase maps, a commercial FISBA©

Twyman-Green interferometer was used. Each phase map was evaluated over the

optical pupil as illustrated by Figure 3.1, from the difference of two measurements of

the same actuator, and normalised by the range of voltages used. The piston terms,

taken as the the average of the values in the images, were removed from the phase

maps before all the IFs were stored in a matrix M.

A singular value decomposition (SVD) of M made it possible to obtain an orthog-

onal basis over which the wavefronts could be projected

M = UWVT. (3.1)

The decomposition defines U and V as orthogonal sets of the mirror modes: U con-

tains the phase maps and V the corresponding command sets. W gives the singular

values: the smaller the singular value, the less responsive the mirror and the larger

the commands needed to be sent for a unit mode amplitude. We will see later how

these singular values are important to avoid clipping of the mirror. The process is

similar to the least-square wavefront fitting described in the previous chapter, except

that here the wavefront sensor signals are replaced by the interferometer pixelated

phase maps. The information contained in M can be of much higher resolution.

Any phase Φ can be projected on this finite base, and the residual wavefront gives

us an evaluation of the fitting efficiency of the mirror. The projection is mathemati-

cally expressed by

Φm = UUTΦ. (3.2)

The parameter used to determine the fitting error was the root-mean-square (rms)
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of the wavefront difference between Φ and Φm. It should be noted here that this

projection does not take into account the limited range of commands available for

the mirror. Hence it is necessary to simultaneously work on the corresponding com-

mands and make sure they remain within the range available. The set of commands

c is recovered with the pseudo-inverse M−1∗, which can be calculated using the SVD,

c = M−1∗Φ = VW−1UTΦ. (3.3)

A code was written in IDL to process the phase maps and perform the phase fitting.

Typical ocular wavefronts

Unlike astronomical adaptive optics, ocular adaptive optics suffers from the lack of a

model of the wavefronts to be corrected. The wavefronts are not spatially stationary

and there is no simple theory, such as Kolmogorov theory for turbulence. However

there has been several extensive studies (on more than 100 eyes) resulting in exper-

imental statistics. Thibos et al. measured the ocular aberrations of 200 young well-

corrected eyes with a Shack-Hartmann sensor and decomposed the wavefronts over

36 Zernike polynomials [10]. This number of coefficients can be accepted as sufficient

to describe ocular wavefronts [15]. The statistical characteristics of ocular wavefronts,

in terms of mean and covariance matrix of the Zernike coefficients, were calculated

from the measurements [117]. Typical ocular wavefronts can be generated using a

MATLAB model containing these statistics.

Attention should be paid to the fact that these wavefronts were measured after

sphero-cylindrical correction with a step size of 0.25 D. The population mean values

for defocus and astigmatism after correction were not however equal to 0 due to the

fact that the refraction was adjusted subjectively. Thibos argues that these findings

can be explained by the Stiles-Crawford effect which results in a pupil apodization

of the wavefront aberrations affecting subjective refraction, while this apodization is

not taken into account by the Shack-Hartmann sensor. The objective plane of best

focus determined by the aberrometer may then differ from the focus given by the

rays going through the centre of the pupil. This explanation can be complemented

by the observation that, combined with higher-order aberrations, a non-zero defo-

cus term can yield a better MTF, even excluding any pupil apodization [39]. Thibos

measured residual defocus and astigmatism aberrations means of about 0.25 D and

0.15 D respectively over a 6 mm pupil (i.e., 0.33 µm and 0.2 µm wavefront error rms).

Second-order aberrations are very important in ocular aberrometry, because if left
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uncorrected they account for about 90% of the total wavefront error rms [9], while

if corrected subjectively they are left with a magnitude similar to that of the higher-

order aberrations (the mean higher-order wavefront error rms in this study was about

0.3 µm). Refractive errors have therefore large impact on the total wavefront error,

hence on the required mirror stroke. The present study was based on such residual

refractive errors, which are quite typical, and similar to the residual that resulted from

sphero-cylindrical correction in the AO system used in our project.

3.3 Results

3.3.1 Generation of Zernike polynomials

The Zernike polynomials are widely used to decompose ocular wavefronts. There-

fore, we started the simulations working on these defined phase maps. For each nor-

malized Zernike polynomial, the corresponding vector of commands was calculated

using Equation 3.3. It was then rescaled so that the commands would cover half

the range of available voltage. Multiplying this new vector by the matrix M again

gives the maximum signed best Zernike fit zm, meaning that the mirror will be able

to produce the phase deformation ± zm. This is equivalent to rescaling the projected

wavefront

zm =
clim

cmax
UUTz (3.4)

where clim is the maximum command applicable, and cmax is obtained as follows:

cmax = max(|M−1∗z|). (3.5)

Since the matrix M had been normalized before the SVD, the command range is 1,

and the maximum signed command applicable clim is ± 0.5.

Figure 3.7 shows the maximum peak-to-valley (pv) of the Zernike fit obtained with

the three mirrors considered. The Zernikes are ordered according to the OSA/VSIA

Taskforce conventions [6]. The peak-to-valley values represent the signed ampli-

tude of the biggest possible wavefront deformation of the mirror for each consid-

ered Zernike, taken as a difference between the minimum and the maximum pixel

values. Since these absolute values are calculated from the first saturation of any ac-

tuator, they are very sensitive to noise. Therefore, the rms deformations of the same

wavefronts are also plotted, in Figure 3.8(a). These figures are calculated from all the

values in the pupil, and can be considered as more representative, even if still affected
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Figure 3.7: Comparison of the Zernike generation for the three mirrors in terms of pv signed wave-
front produced. The first 21 polynomials excluding piston, tip and tilt, are represented.

by noise. Moreover, they are equivalent to the Zernike coefficients according to the

OSA/VSIA Taskforce, and can be directly related to the wavefront decomposition.

Figure 3.8(b) shows the rms wavefront error for each Zernike fit, taken as the differ-

ence between the Zernike polynomial phase map and the projected one, at maximum

amplitude. The rms error should be analyzed along with the maximum rms value,

not to over-estimate it: Fig. 3.8(c) represents the rms wavefront error fit (values of

Fig. 3.8(b)) divided by the maximum Zernike coefficient (values of Fig. 3.8(a)), which

we will refer to as the normalised rms error.

It appears from these plots that the 19 actuator OKO mirror and the 35 actuator

AOptix mirror have comparable stroke concerning Zernike generation. The differ-

ence arises in the fitting, since the piezoelectric mirror shows a higher normalised

rms error than the bimorph. For both mirrors, the normalised rms error generally

follows a linear increase with the radial order, with a higher slope for the piezoelec-

tric mirror. The fitting error for the 19ch OKO goes up to 40% for the higher Zernike

orders, while for the AOptix, it is consistently less than 24%. It can be noted that the

normalised rms error follows an interesting trend: for each Zernike polynomial or-

der, the fitting is worse at minimum azimuthal frequency (except for defocus). This

trend seems to be also present on the values of the 19ch OKO mirror, although not as

marked. The relatively low performance of the 37 actuator MMDM can be attributed

to its limited stroke and the large coupling between actuators. In particular, it can

be noted that although the total stroke of the mirror was measured to be 3.5 µm (see
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Figure 3.8: Comparison of the Zernike generation for the three mirrors: (a) in terms of maximum
signed wavefront rms, (b) in terms of residual rms error and (c) in terms of normalised wavefront error
(residual wavefront error rms over maximum signed wavefront rms).
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Section 3.1), the simulated defocus signed wavefront deformation (corresponding to

the total surface displacement) does not exceed here 2.2 µm pv. A similar compari-

son between the peak-to-valley simulated defocus term of the AOptix mirror and the

measured stroke shows on the other hand very good consistency.

The results presented here are in agreement with previous studies carried out on

the 37 actuator OKO and the 35 actuator AOptix mirrors. Fernández et al. [77] dis-

played the range of production of Zernike polynomials by the 37 actuator OKO mir-

ror, as the total peak-to-valley surface displacement (equivalent to the signed wave-

front deformation as presented here). Their calculations were based on simulated

IFs of the mirror, which probably can explain why our values are lower (up to 40%).

Also, they used only 12 mirror modes to generate these Zernikes. The best appropri-

ate number of modes is usually hard to define, and varies with the application. Using

a limited number of modes in our simulations resulted in higher Zernike amplitudes,

but also considerably higher rms errors. We decided to further investigate this is-

sue only for the correction of typical ocular wavefronts (Subsection 3.3.2). Regarding

the results presented by Fernández, the overall same features are nevertheless ob-

served, with a produced defocus term twice as big as the astigmatism terms, and a

fast decrease of performance for the higher terms. For the AOptix mirror, the results

for the signed Zernike surface displacements (equivalent to half of the signed wave-

front deformations) presented by Horsley et al. [116] are again consistent with our

figures. They measured the mirror IFs using a phase-shifting interferometer. As they

pointed out, the second order terms reach very high values, and the values might

even be under-estimated when the saturation is only due to one actuator (second

term of astigmatism, and first term of trefoil for example in our case). Although the

stroke decreases with the radial order, the signed wavefront peak-to-valley still re-

mains above 2 µm for the higher-order aberrations. The same comment can be made

on the 19 actuator OKO mirror.

The Zernike decomposition, as any other orthogonal expansion, is useful to de-

scribe wavefronts, but is by no means necessary in the correction process. In fact, real

adaptive optics control systems do not use Zernike modes. Only an infinite number

of Zernike polynomials would represent a complete wavefront base, hence using a

limited number induces approximations. The combined mirror performance over the

Zernike polynomials might not be representative of its performance over wavefronts

as a whole, not only because of these approximations but also because the Zernikes

produced by the mirror are no longer orthogonal. These issues point out the impor-

tance of a direct study on typical ocular wavefronts.
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3.3.2 Correction of typical ocular wavefronts

The ocular wavefronts fitting was done as the following. Recalling the previous pro-

cedure described, the commands were first calculated using Equation 3.3. To take

into account the limited range of the mirror, the vector obtained was modified so that

each out-of-range channel was clipped to the maximum value permissible. The final

fit phase is given by

Φm = UWVT f (VW−1UTΦ) (3.6)

where f (ci) is the clipping function defined by

f (ci) =

{
ci if −clim ≤ ci ≤ clim

clim × ci

|ci| if ci < −clim or ci > clim.
(3.7)

If no actuator is out of range, Equation 3.6 collapses to the simple projection expres-

sion (Eq. 3.2).

A sample of 100 generated ocular wavefronts over a 6 mm pupil were processed

using these formulae, and the residual rms wavefront error after fitting was plotted

on Figure 3.9. These results were obtained with a reduced number of modes, chosen
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Figure 3.9: Residual wavefront error rms after fitting with the three mirrors over a 6 mm pupil. Piston,
tip and tilt terms were removed.
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to optimise the correction (i.e. lowest rms error). The matrices U, V and W were sim-

ply truncated to the selected modes. Figure 3.10 displays the average residual rms

error for the same initial wavefronts according to the number of mirror modes used.

As was recalled in the last section, the smaller the singular value, the more sensitive
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Figure 3.10: Residual rms wavefront error after fitting with the three mirrors. The results were aver-
aged from calculations on the same initial wavefronts as in Fig. 3.9.

the mode. Such “noisy” modes are more likely to make the actuators saturate, and

hence degrade the performance of the mirror. This effect is particularly highlighted

by the 37 actuator OKO curve, which has a much smaller stroke than the two others

as was shown earlier. On the figure, it can be seen that the mirror starts saturating

with about 15 modes. At this point, the radial order of correction is reduced, but

the overall wavefront approximation is better than with a higher number of modes.

Indeed, distributing the command over a larger number of modes is done at the ex-

pense of the lower order modes. On the contrary, the 35 actuator AOptix mirror has a

sufficient stroke so that the performance improves as more and more modes are used.

In fact, a clipping of one of the actuators or more was observed for only 5 wavefronts

out of 100 when using 35 modes for the correction. As for the 19 actuator OKO, the

figures presented here are in agreement with the analysis performed on the Zernike

polynomials: although the stroke of the piezoelectric mirror is comparable to that of

the bimorph mirror, the fitting is not as good, probably due to the smaller number of

actuators. As was said earlier, the figures plotted were extrapolated from the mea-

surements to simulate the performance of the mirror over the voltage range -150V to
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+450V. Nevertheless, the performance of the mirror over such typical ocular wave-

fronts was almost not noticeably affected by a reduction of the range to 0V-300V. In

fact, it only affected the performance with correction of the correction using all modes

of the mirror. When limited to the range 0V-300V, the mirror exhibits saturation, and

the residual rms wavefront error goes up to 0.22 µm instead of 0.16 µm. The perfor-

mance with 18 modes is however the same.

The results concerning the 37ch OKO MMDM can be compared to those presented

recently by Kennedy and Paterson [118] in a comparison of several MEMS mirrors.

They used a model of the mirror in good agreement with experimental measurement,

and simulated the performance for ocular wavefront aberrations using the same sta-

tistics from Thibos et al. as we used. They presented the results in terms of Strehl

ratio, for different ocular pupil and mirror pupil diameters. For a 6 mm ocular pupil

and the mirror effective pupil we used, they found a mean Strehl ratio of about 0.1,

which is more than the conversion in Strehl ratio calculated from our wavefront er-

ror rms. They did however remove defocus and astigmatism from the initial ocular

wavefronts. We performed further simulations with the exact same conditions, and

found a minimum wavefront residual rms error σ = 0.14 µm which converts to a

Strehl ratio S of 0.145 using the formula

S = exp

[
−
(

2πσ

λ

)2
]

(3.8)

with λ = 0.633 µm. Both results are therefore very similar although Kennedy and

Paterson simulated the mirror and used Zernike decomposition for the simulations.

Bonora et al. also presented the performance of a new push-pull membrane mir-

ror, and compared it to the pull only version of the mirror, similar to our 37ch OKO

MMDM [119]. They simulated the performance of the mirrors to fit 100 aberrated

eyes following the statistics published by Castejon-Mochon [11] and found a residual

rms wavefront error σ = 0.3 µm for the pull only membrane mirror, in good agree-

ment with the results we presented for the 37ch OKO MMDM. The value was taken

down to 0.1 µm with the push-pull mirror, emphasising the gain in performance that

can be obtained with a higher stroke.

Further mirrors were compared in our research group, using the same method. We

report here the latest figure obtained [120] showing the residual wavefront error rms

for 5 different mirrors, including a 140 actuator MEMS Boston Micromachines mirror,

and a 52 actuator magnetic mirror manufactured by Imagine Eyes. The comparison

between the Boston Micromachines mirror (BMC140) and the 37ch OKO, which has
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Figure 3.11: Comparison of the residual wavefront error rms after fitting of ocular aberrations with 5
mirrors.

the same stroke, shows the advantage of a larger number of actuators. However, the

BMC52 does not provide as good a correction as could have been expected with such

a high number of actuators. Only negligible improvement in the fitting error is ob-

tained with more than 100 modes. The mirror has very localized influence functions

and a limited stroke; its performance is not as good as that of higher stroke mirrors,

such as the Imagine Eyes mirror (MIRAO52) and the AOptix mirror. The two latter

show similar results, despite the MIRAO52 having more actuators and a bigger stroke

(50 µm). It confirms that a limited number of modes characterises ocular aberrations

well, and suggests that pre-corrected ocular wavefronts do not require the full stroke

of the MIRAO52. The results can also be explained by the large influence functions of

the Imagine Eyes mirror. The stroke and number of actuators are not the only impor-

tant parameters to be considered; the shape of the influence functions can have great

impact on the fitting capabilities of deformable mirrors.

3.4 Discussion

The values of rms fitting error obtained in this study should be considered with cau-

tion for several reasons. We will discuss here the possible errors and limitations of the

method used to compare the deformable mirrors.
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Numerical errors

An effort was made to check the effect of the phase map resolution on the numeri-

cal results and the validity of the algorithm approaches. As was mentioned earlier,

the phase maps on which was based the numerical analysis were obtained with great

resolution to ensure the high precision of the analysis. Some of the phase maps oc-

casionally presented missing pixels inside the pupil; these were removed from the

calculations so that they did not affect the fitting error computation. However, the

experimental set ups for the three mirrors were such that the phase maps resolution

differed from one mirror to the other. In particular, the resolution for the AOptix

phase maps was approximately twice (i.e. four times more pixels in 2D) that of the

19 actuator OKO MMDM and of the 37 actuator OKO. All phase maps were binned

once such that the numbers of pixels contained in the pupils of the three mirrors were

respectively 1.92 105 , 6.12 104 and 5.23 104 at the starting point of the simulations. The

results given in the previous section, also those published, were derived from these

phase maps. For better consistency between the mirrors, further simulations were

later performed without binning for the two OKO mirrors, so that the resolution was

similar for the three mirrors. Results are shown in Figure 3.12 along with the values

previously shown. Although the new residual values for the 19ch OKO mirror are
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Figure 3.12: Effect of phase maps resolution on the simulations of the OKO mirrors performance.

slightly lower than those presented in the previous section, overall conclusions on

the mirrors are not changed: the AOptix mirror still performs better. Calculations
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were also performed with binned phase maps of the AOptix bimorph mirror, and the

residuals were higher: using all the modes, the rms wavefront error increased from

0.06 µm to 0.1 µm. The change of phase maps resolution seems to have more effect

on low residual values, increasing them when the resolution is lowered. It should be

remembered that the wavefront error rms values are calculated here point by point,

and so a coarser grid is probably more prone to errors. The 2 105 pixel resolution is

about the best that could be used for measurement and calculations time limitations,

and is assumed to be sufficient for our simulations.

The phase maps also contained piston terms. It was chosen to remove the piston

so that the modes calculated with the SVD did not contain piston. The ocular aber-

rations to be fitted did not contain piston either, and piston is typically pre-corrected

in an AO system. Therefore it appeared more appropriate to remove it completely

from the calculations. Preliminary tests showed that the inclusion of the piston in the

correction would limit the performance of the mirrors, because it would take up more

stroke.

Least-square method limitations

The least-square reconstruction method, which was followed in this study, can present

some limitations. We already pointed out the effect some modes can have on the per-

formance, be it piston as described above, or noisy modes degrading the performance

of the mirror for certain aberrations (in particular, the high fitting errors values no-

ticed in the generation of particular Zernike polynomials with the 19 actuator OKO

mirror). Another major issue arises when saturation of the mirror occurs. Indeed,

with an unlimited stroke, the least-square fit gives a solution of the minimisation of

the squared phase error, or equivalently the square of the rms (variance of the wave-

front error). With a limited range of command, the least-square solution cannot be

applied, and the clipped solution may not be the best fit. This last point was fur-

ther investigated in the particular case of the 37 actuator OKO MMDM which had a

serious problem of saturation. The open-loop fitting calculated through Eq. 3.6 was

optimised in a closed-loop fashion such that the residual wavefront was fit again on

the mirror modes, and further on. Such a correction loop resulted in the residual rms

error following an asymptotic curve converging to the minimum value. A number

of 20 iterations was evaluated to give a sufficiently good approximation of the final

result. The averaged optimised residual wavefront errors rms values are plotted in

Figure 3.13. The scale used is the same as the one on the previous graph so that the

comparison can be maintained with the other mirrors. The improvement, although
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Figure 3.13: Comparison of residual rms obtained with an open-loop correction and a closed-loop
correction with the 37 actuator OKO MMDM.

not negligible, does not reach the same level of correction as obtained with the other

mirrors. In that particular case of saturation, the question may arise to use a com-

pletely different algorithm to find the best fit, such as a direct search method. This

different approach was not investigated here.

Model assumptions

The results presented here are of course ideal calculations. The main assumptions are

a perfect actuator response (linear for the 19 actuator OKO and the 35 actuator AOp-

tix mirrors, and quadratic for the 37 actuator OKO MMDM) and a linearly additive

effect of the actuators influence functions. This linearity is the basis of the algebraic

analysis performed. However, as we have seen, the mirror linearity is not always

perfect and they can exhibit hysteresis. In a real system, noise and limitations of the

wavefront sensor further add complexity to the problem, but the closed-loop reassess-

ment enables to handle them and correct for non-linearities. Therefore, the linearity

assumptions can be considered valid here.

The simulations are also dependent on the appropriateness of the model for the

aberrations of the eye. We have already mentioned that several wide studies have

been completed on ocular aberrations statistics, and they do not point exactly to the

same values. In particular, Doble et al. [112] pointed out the large differences in mag-

nitude between Thibos population study and another study which had not been pub-

lished. The real performance of the deformable mirrors can only be verified through
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an experimental set up involving human subjects. However, the inter-subject vari-

ability is such that an important number of subjects is needed to give statistically

significant results.

3.5 Conclusions

We assessed the performance of three commercially available continuous deformable

mirrors to correct ocular wavefront aberrations. The simulations pointed to the AOp-

tix bimorph mirror as the best suited for ocular adaptive optics. It demonstrated good

ability to generate Zernike polynomials, as well as low wavefront error rms residual

when fitting typical ocular wavefronts. The best mean wavefront error rms, over 100

generated ocular wavefronts, was 60 nm, which represents only λ/9 wavefront error

in the visible range. A very good correction, close to diffraction limit, can be expected

in a real control adaptive optics system. The study demonstrated the limited perfor-

mance imposed by the limited stroke of the 37 actuator OKO MMDM, even after static

closed-loop optimization of the fitting, and that constrained by the small number of

actuators of the 19 actuator OKO mirror. None of the mirrors enabled to achieve dif-

fraction limited correction, and these findings agree with the requirements derived by

Doble et al.: although the AOptix mirror had a sufficient stroke (5 µm peak-to-valley

necessary for the correction of typical 6 mm pupil ocular wavefronts, or 12 µm for

7.5 mm pupil ocular wavefronts), the number of actuators does not reach the 11 ac-

tuators across required for the diffraction limited correction of 7.5 mm pupil ocular

wavefronts from the same population study [112].

The methodology described provides a valuable analysis of deformable mirrors for

vision science adaptive optics. It allows the comparison of mirrors and reveals the ap-

propriate characteristics for particular applications, as the technologies are constantly

evolving. The same protocol can be used to evaluate new deformable mirrors, such

as our research group did with the Boston Micromachines mirror and the Imagine

Eyes mirror. The latter presented the best combination of number of actuators and

stroke available, its only disadvantage being the wide influence functions. Such a

high stroke mirror would find fully optimised use for highly aberrated ocular wave-

fronts or simultaneous correction of low- and high-order aberrations.
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Experimental Set Up:

AO Vision Simulator

The system used for the project comprised two distinct though connected parts: the

adaptive optics system, and the vision simulator. Effort was made to optimise the

initial version of the AO system from which the project started, and thoroughly char-

acterise its performance. The visual tests were also carefully implemented, through

optical and psychophysical design.

4.1 Adaptive optics correction of ocular aberrations

The adaptive optics system used in this project was initially built by Karen Hampson

at Imperial College, London. Most parts of it were left as originally built and the

reader can refer to her Thesis [121] and publications [18, 78] for a thorough description

of it. We will describe the system briefly before detailing the wavefront sensing and

wavefront correction parts, focussing on the further tests and improvements added

to the original setup. The performance of the system in terms of ocular aberrations

correction will be presented.
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4.1.1 Brief description of the system

Figure 4.1 shows the experimental set up used in this project, the adaptive optics part

being highlighted. The reader can refer to Karen Hampson’s Thesis [121] for further
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Figure 4.1: AO vision simulator, with highlighted wavefront sensing and correction path.

details about the opto-mechanical components of the system.

The probing illumination is a 825 nm laser diode source. It was chosen in the near-

infrared because the human eye is less sensitive and the retinal reflectance is higher

in this spectral region [122]. It is also less harmful for the retina, and higher light

levels can be used. However, CCD cameras used for the Shack-Hartmann wavefront

sensor usually drop in sensitivity in the infrared, and a wavelength of 825 nm was

a good compromise. The light enters the eye as a 1 mm diameter collimated beam.

It focusses on the retina and is then diffused back to exit the eye through the whole
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pupil before being sensed by a Shack-Hartmann sensor. The principles of the Shack-

Hartmann sensor have been explained in Section 2.1. The wavefront deformation

measured by the Shack-Hartmann is considered to be that created by the second pass

through the eye (exit pass) only. As was also discussed, a scanner was implemented

in the system to reduce spatial noise on the Shack-Hartmann spots. It was placed in

a plane conjugated to the nodal point of the eye in order to descan the beam on the

second pass. This element was necessary due to the short exposures (typically 40 to

80 ms) and the source coherence. It was set to scan over half a degree at a frequency

of 400 Hz. Analysis of the wavefront sensor precision and accuracy will be given in

the next subsection. Infrared (900 nm) diodes were placed facing the eye to provide

good illumination for the pupil imaging arm which helped alignment of the pupil.

A pupil measurement device was implemented based on the pupil CCD but was not

eventually used for the project.

Another source, referred to as the “reference” in the layout, is used to calibrate

the Shack-Hartmann: since it does not go through many optics, the collimated beam

from this 822 nm source is closer to produce a perfectly plane wavefront on the lenslet

array. The spots obtained are then used as reference spots.

Correction of refractive sphero-cylindrical errors is achieved with the Badal op-

tometer and the rotating cylindrical lenses. A thorough description of these elements

can be found elsewhere [121, 18]. As this thesis is concerned with higher-order aber-

rations, effort was put in the pre-correction of low-order aberrations to simulate the

correction usually provided by ophthalmic prescriptions. The use and performance of

these elements will be detailed later. It can be noted that wavefront sensing light also

goes through these elements before reaching the eye, so that the spot formed on the

retina is also pre-corrected. This feature improves the quality of the Shack-Hartmann

spots which are images of the retinal spot. The higher-order aberrations are corrected

with the deformable mirror, placed in a plane conjugated to the pupil of the eye and

the Shack-Hartmann lenslet array plane: the aberrations are measured and corrected

in conjugated planes.

4.1.2 Accuracy and precision of the wavefront sensor

The wavefront sensor is a key element of the AO system. The aim of the project

was not to thoroughly analyse the measurement of ocular wavefront aberrations, but

rather to analyse their correction. The closed-loop correction described in Section 4.1.3

does not require wavefront reconstruction; however it is important to know the lim-
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itations and errors of the wavefront sensor. These can be translated into accuracy of

the initial and residual wavefront errors as given by the sensor. We will therefore

detail and discuss in this section the precision and accuracy of the employed Shack-

Hartmann sensor.

Centroid measurement error

The sources of errors in the Shack-Hartmann have been detailed in Section 2.1. We

can express the centroid measurement noise as

σ2
noise = σ2

photon noise + σ2
readout noise + σ2

speckle noise. (4.1)

The last term represents the noise caused by non-uniformities of irradiance distrib-

ution on the CCD. Effort was made to attenuate this noise with the implementation

of a scanner in the system, as explained earlier. It is considered negligible and will

therefore be left aside. The effect of photon noise and readout noise on the centroid

calculations, on the other hand, can be estimated. The variance σ2 of the centroid

under noise is given by

σ2
centroid =

1

Itotal

M

∑
i=1

r2
i σ2

i (4.2)

with M the number of pixels in the centroiding search block, ri the ith pixel distance

from the estimated centroid, σi the standard deviation of the noise and Itotal the total

intensity, in photons, counted in the search block. For photon noise, which relies on

Poisson statistics, σ2
i = Ii with Ii the intensity measured on the ith pixel. For readout

noise, σi is the value given by the manufacturer in electrons.

The camera was a Retiga EX, which was used with a 8-bit precision yielding a gain

of 70 electrons per count (maximum of 18000 electrons). The quantum efficiency was

30% at the wavelength used and the readout noise was 8 electrons. The lenslet array

had a focal length of about 8 mm and a pitch of 200 µm. Each lenslet corresponded

to 31 pixels in diameter, or about 15 pixels when the image was binned. All mea-

surements given in this Thesis were obtained with binned images, therefore the latter

number is of more importance. The spot size, with no ocular aberrations, is limited

by the diffraction on the lenslet array, giving a diameter of about 5 pixels. Finally, the

positions of the spots were found with a classical centroiding calculation, as derived

in Equation 2.2. The algorithm was improved from the original system for better ac-

curacy. It consisted in two steps: a first centroiding calculation over the whole lenslet

area (14 pixels-wide square), and a second centroiding over a reduced search block
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(10 pixels-wide square) recentered on the first centroid position found.

The numerical calculations of the centroiding noise were performed on Matlab

based on the diffraction-limited spot and the parameters given above. Furthermore,

the centroid error was experimentally measured with series of 100 recordings of spots

obtained with the reference source and later on an artificial eye in place of the human

eye. The artificial eye consisted of a lens and a paper placed in its focal plane to mimic

the diffusing properties of the retina. The results are given in Table 4.1.2 for two differ-

ent search block sizes and show good agreement between simulation and experiment.

Higher values of noise were measured for the artificial eye as compared to the refer-

Table 4.1: Calculated and measured centroid noise due to photon and readout noise.

Centroid window 14 pixels wide 10 pixels wide

Calculated σnoise (pixels) 2.5 10−2 1.9 10−2

Measured σnoise (pixels) with artificial eye 2.6 10−2 1.8 10−2

Measured σnoise (pixels) with reference 1.8 10−2 1.8 10−2

ence, and this may be explained by the fact that scattering on the paper produced

bigger spots on the CCD. The values obtained are in agreement with the study on

centroiding error led by Diaz-Santana [123]. He simulated photon and readout noise

on the measurement of the centroid of a 6 pixel diameter spot on a 8 e- readout noise

camera, and found that at high intensity (peak intensity of the spot higher than 8000

photons), readout noise is negligible as compared to photon noise. In that case cen-

troiding error increases for search blocks smaller than the spot, and is almost constant

at higher search block sizes. For lower intensities, readout noise is not negligible and

increases with larger search blocks. In that case, the optimum is found for a search

block of about the size of the spot. In our case, the light level is such that the readout

noise is non-negligible, especially considering the intensity non-uniformities result-

ing from the diffusing properties of the artificial eye, effect that is enhanced with a

human eye. Therefore, it may seem appropriate to reduce the search block. However,

reducing it too much may decrease accuracy since the spots obtained from the retina

are broadened by the scanner, and a certain dynamic range is required. This issue will

be discussed in a paragraph below.

Error propagation and fitting error through wavefront reconstruction

The reconstruction is based on the relation between the measured displacements in

the focal plane of the lenslet array and the wavefront first derivatives (see Equa-

tion 2.1). In this project, modal reconstruction was obtained with Zernike polyno-
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mials. Using Eq. 2.1 and Eq. 1.5, we can write





∑
N
i=0 aj

∂Zj(x,y)
∂x

∣∣∣
x=xi,y=yi

= ∆xi
f

∑
N
i=0 aj

∂Zj(x,y)
∂y

∣∣∣
x=xi,y=yi

= ∆yi

f

(4.3)

with N the chosen number of Zernike polynomials to reconstruct the wavefront over.

These relations give a system of N unknown, the Zernike coefficients, and 2 × M

known, the x and y displacements measured over the M lenslets. A matrix represen-

tation can be used for this problem,

s = Dz (4.4)

where s is the vector of x and y displacements, z the vector of Zernike coefficients and

D the matrix formed by the derivatives of the Zernike polynomials and magnification

factors. Using Equation 4.1.2, the Zernike coefficients can be obtained with a least-

square fit through a singular value decomposition as explained previously. In the

remaining of the Thesis, the rms σ of the measured wavefront error was calculated

from the Zernike coefficients without tip and tilt which are not considered as relevant

aberrations.

The error on the wavefront measurement arises from the propagation of the errors

through wavefront reconstruction, and the fitting of the sensor. As was underlined in

the description of the Shack-Hartmann, the fitting error is dependent on the number

of lenslets, and here on the number of Zernikes reconstructed as well. In our system,

the lenslet array pitch was 200 µm. The eye pupil was magnified by a factor of 3 on

the sensing part such that the pitch corresponds to 600 µm in the subject’s pupil plane.

For a given number of lenslets, the higher the order of the Zernike polynomials, the

more sensitive they are to noise. Hence the number of Zernike coefficients used for

reconstruction should be chosen with respect to the number of lenslets. Figure 4.2

shows the calculated wavefront error rms as a function of the number of Zernike

polynomials used in the reconstruction algorithm. The rms wavefront error increases

with the number of lenslets, as this number defines the area measured. It can be seen

that for each subfigure, the reconstruction changes rapidly from a certain number of

modes, because of the noise. Hence these graphs help to determine the maximum

order of Zernike polynomial that can be reliably reconstructed for a particular lenslet

configuration. The values can be compared to the number of Zernike coefficients

commonly accepted for a sufficiently accurate ocular wavefront representation. In the
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Figure 4.2: Wavefront error rms of reconstructed wavefronts, using different numbers of Zernike
modes.

literature, this number usually varies from 20 [15, 9] to 36 [10]. Other authors recently

pointed out that in the presence of an irregular tear film, Zernike polynomials up to

9th or 10th order still fail to represent the wavefront observed [20, 21]. A zonal-based

method to reconstruct the wavefront from the Shack-Hartmann data, or an interfero-

metric wavefront sensor, might then be preferable. These requirements apply only for

very irregular wavefronts (i.e., tear film break, highly aberrated cornea) and did not

apply for our project. A number of 36 Zernike polynomials was used in the project for

the results presented, where the lenslet configuration was 80. For simplicity, we will

neglect the fitting error introduced by a reconstruction with this number of modes.

The overall error on the measurement of the wavefront reduces to the propagation

of the centroid error. Assuming equal and uncorrelated noise on each lenslet, it can

be proven that the variance of the reconstruction error ǫ2 is [124]

ǫ2 = σ2
centroidtr[(DtD)−1]. (4.5)

The centroid measurement errors given above led to reconstruction errors of about

2 10−3 µm. In the case of the human eye, however, the noise may be larger due to the
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irradiance distribution non-uniformities over the pupil.

Calibration and linearity

Having discussed centroid measurement errors and wavefront reconstruction lim-

itations, it is important to point out that the wavefront reconstruction is based on

geometrical relations (Eq. 4.3), and that it may be good to validate them, after having

removed any possible error in the algorithm. In particular, the distance of the lenslet

array in front of the camera could not be set exactly to its focal length. Additionally,

the measurement dynamic range imposed by the size of the lenslets required to be

quantified.

Spherical trial lenses were calibrated with the commercial interferometer used in

the previous Chapter, and subsequently measured with the Shack-Hartmann wave-

front sensor using three different algorithms (see Fig. 4.3). The initial algorithm, us-
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Figure 4.3: Reconstruction of the defocus introduced by a trial lens with different centroiding algo-
rithms.

ing a single centroiding step, exhibits non-linearity due to the limited range given by

the lenslet geometry: the centroid measurement becomes inaccurate when the spot

reaches the edge of the search block. The 2 or 3 centroiding steps algorithms par-

tially correct for this effect by recentering the search block on the centroid found at

the previous step. The wavefront sensing dynamic range required in this project was

relatively low, since the interest was focussed on higher-order aberrations. The mag-

nitude of these aberrations for a 6 mm pupil is typically around 0.3 µm wavefront

error rms. The algorithm consisting in two centroiding steps therefore appeared suit-

able and the appropriate scaling factor was implemented in the calculations.
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We presented here some experimental results on the error of the measurement and

reconstruction of wavefronts as given by the Shack-Hartmann. We wish to highlight

again that the purpose of this project was not an accurate measurement of ocular aber-

rations, but their efficient correction. Reconstruction errors are however important to

mention and acknowledge in order to know the accuracy of the initial and corrected

wavefronts given, which are in turn used to estimate the correction achieved. These

errors could also be used in an optimised control-loop correction.

4.1.3 Wavefront correction with a modal calibration

The initial AO system built by K. Hampson comprised a micromachined membrane

deformable mirror from OKO which was changed for a bimorph deformable mirror

from AOptix in this project. The AOptix mirror was described and characterized in

Chapter 3. This section presents the application of the wavefront correction in the

system and the performance of the correction for ocular wavefronts.

Modal calibration

The wavefront correction consists in inverting the matrix B relating the mirror com-

mands to the sensor, using a least-square method (Equations 2.3 and 2.5). The matrix

B is generally obtained through the simple poking of each actuator, the so-called in-

fluence functions, and the registration of the correspondent spots displacements pro-

duced on the CCD of the Shack-Hartmann sensor. The modes derived by singular

value decomposition of this matrix are then used for the wavefront fitting. An alter-

native matrix was implemented in the algorithm controlling the system. The modes of

the mirror, instead of the influence functions, were measured by the Shack-Hartmann.

These modes were obtained through interferometric measurement as explained in

Section 3.2. They are represented in Figure 4.4. It can be noted that higher order

modes get noisier. Using the alternative response matrix of the system A, constructed

from the response of the Shack-Hartmann to the modes of the mirror, Equations 2.3

and 2.5 can be written as

s = Am

m = Mc

⇒ c = M−1∗m = M−1∗A−1∗s

(4.6)

where m is the mirror modes vector, M the matrix relating the modes to the com-

mands applied, and the other variables as defined in Chapter 2. The mirror modes
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Figure 4.4: Normalised mirror modes obtained through singular value decomposition of the influence
function matrix of the mirror.

are theoretically orthogonal by construction. However, the non-linearities in the mir-

ror behaviour alter the modes shape. This is not an issue, since what matters is the

conversion from modes to commands and inversely, which has been calculated. The

decomposition of the matrix A enables one to obtain the modes of the system, which

are used for the correction, similarly to the system modes of B in the traditional con-

trol matrix obtained through zonal calibration.

We already pointed out that the number of modes used for correction impacts

the spatial fitting, but also the stability of the correction since higher-order modes

are more affected by noise. We compared the two control matrices used, i.e. that

obtained from the traditional or zonal calibration and that obtained from the modal

calibration, for the correction of a static 0.3 µm defocus aberration term introduced

in the system with the Badal optometer over 80 lenslets (6 mm diameter pupil). The

two control matrices were used independently, and different numbers of modes were

tested. For each configuration (modal/zonal calibration and N modes used in the

reconstruction), a total of 100 frames was recorded, and the correction fitting and

stability were assessed from the average of the frames after the 10 first ones, i.e. when

correction had been reached. Figure 4.5 shows the wavefront error residuals and the

command standard deviations averaged over the actuators. The graphs show only

a limited range of number of modes since we were interested in changes of stability.

Although the mirror comprises 35 actuators, the maximum number of modes was

61



Chapter 4. Experimental Set Up: AO Vision Simulator

25 26 27 28 29 30 31 32 33 34 35
0

0.01

0.02

0.03

0.04

w
a
ve

fr
o
n
t 
e
rr

o
r 

rm
s 

(m
ic

ro
n
)

number of modes used for correction

25 26 27 28 29 30 31 32 33 34 35
0

0.2

0.4

0.6

0.8

1

1.2

1.4

number of modes used for correction

m
e
a
n
 c

o
m

m
a
n
d
 s

td
 (

%
 o

f 
th

e
 w

h
o
le

 r
a
n
g
e
)

(a)

(b)

Modal calibration

Zonal calibration

Figure 4.5: Correction of static aberrations with the modal calibration control matrix A−1∗ and the

zonal calibration control matrix B−1∗. (a) Residual wavefront error rms averaged over the run after the
10th frame. Note that the residual after the zonal calibration correction with 34 and 35 modes is out of
scale (0.47 µm). (b) Commands standard deviation, in percentage of the whole range, averaged after the
10th frame.

34 for the modal calibration, because as noted earlier, the 35th mode was very noisy,

hence excluded from the calculations. It appears from the figures that the correction

achieved with modal calibration was slightly better than that obtained with zonal

calibration of the system, in terms of wavefront error rms. Since the wavefront to be

corrected (aberrations present in the system and additional defocus introduced) did

not present significant higher-order aberrations, the wavefront error residual does

not vary with the number of modes, except at the highest number of modes 34 and 35

for the reconstruction based on the zonal calibration. At this point, several actuators

were clipped, and this saturation severely affected the correction. The clipping also

explains why the corresponding commands standard deviations drop down. These

standard deviations otherwise increase with the number of modes used for correction,

as expected.

The results indicate that the modal calibration enables a slightly better and more

stable correction. It should be noted however that the mode dependence on noise is
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related to the number of lenslets used, and that the correction fitting error and stabil-

ity are dependent on the spatial and temporal characteristics of the aberrations to be

corrected. Therefore, this study alone does not enable one to generally state the num-

ber of modes that should be used for correction of higher-order ocular aberrations.

Closed-loop correction

We present here a temporal analysis of the system which was carried out to investi-

gate the stability and bandwidth of the system. As illustrated by Figure 4.6, a cycle

of our AO system starts with the integration of the signals over an exposure time T,

typically 60-100 ms for ocular aberrations. Consequently, the frame is read, and the

Exposure Readout

Mirror command

Frame

Exposure Readout Exposure

Mirror command

Figure 4.6: Schematic of the processes in the AO closed-loop cycle.

operation takes about τ = 26 ms. A next frame can then be captured, while the matrix

calculations are performed - this just takes a few ms - to obtain the new commands

which are in turn sent to the mirror - this process takes Tdrive = 16 ms in our system.

The mirror holds the new commands for a cycle which corresponds to T + τ. A gen-

eral Block-diagram of an AO closed-loop system was given in Figure 2.4. Laplace

transforms (see Equation 2.2) were used to model each component.

The wavefront sensor transfer function is an integration over the exposure time, it can

be written [60] as

GWFS =
1 − e−Ts

Ts
. (4.7)

The readout corresponds to a delay

GRO = e−τs. (4.8)

The control computer follows an iterative, hence discrete behavior. Recalling Equa-

tion 2.10 and replacing the control matrix B−1∗ by M−1∗A−1∗, we can write again the

closed-loop integrator relation

ci = ci−1 + g × M−1∗A−1∗si. (4.9)
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The transfer function GCC(z) of this component can be represented as continuous

using z = esTf , with Tf the step time of the control computer (i.e. the inverse of the

frame rate); for our system, we have Tf = T + τ. Equation 4.9 can be translated into

GCC =
g

1 − e−(T+τ) s
. (4.10)

Finally, the digital-to-analog converter introduces a delay Tdrive and holds commands

for a frame

GDAC = e−Tdrives × 1 − e−Tf s

Tf s
(4.11)

The open-loop, closed-loop and error transfer function are defined as:

GOL = GWFS × GWFR × GCC × GDAC

GCL = GOL
1+GOL

Gǫ = 1
1+GOL

(4.12)

It can be noted that the transfer functions that we derived here differ from transfer

functions of AO systems found in the literature [89, 60, 86]. In particular, our camera

did not enable the readout of the first frame while a second frame was being cap-

tured; the process was serial, hence the frame rate was limited by the sum of the two

durations. Furthermore, driving the mirror introduced a delay. It may have seemed

preferable to trigger the frame exposure on the command of the mirror, but the la-

tency of the camera did not have the required precision.

The stability of the system can be verified with GOL: it is usually ensured by a pos-

itive phase margin (the phase angle at the frequency where the gain is 0 dB, shifted by

π), and a positive gain margin (the amount below 0 of the magnitude at the frequency

where the phase is equal to −π). Figure 4.7 shows the computed open-loop transfer

function for an exposure time of 60 ms, and a gain g varying from 0.4 to 1. Stability

is here ensured in all cases: the graph shows a positive phase margin and a positive

gain margin for all gains. The closed-loop transfer function gives another indication:

the higher the gain, the higher the overshoot as can be seen on Figure 4.8(a). Roddier

suggested that the overshoot should not exceed 2.3 dB to maintain stability of the sys-

tem [60]. The computations indicate that the gain in our system should not be higher

than 0.8.

Several criteria can be considered to define the bandwidth of an AO system, the

most relevant probably being defined by the error transfer function, since the latter
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Figure 4.7: Magnitude and phase of the open-loop transfer function obtained for T = 60 ms, τ = 26
ms, Tdrive = 16 ms, and g = 0.4, 0.5...1.
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Figure 4.8: (a) Closed-loop and (b) error transfer functions obtained for T = 60 ms, τ = 26 ms, Tdrive = 16
ms, and g = 0.4, 0.5...1.

relates the residual phase to the aberrated incoming wavefront. The bandwidth is in

that case the 0 dB frequency of the magnitude; it is close to 1 Hz for our simulations.
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4.1.4 Correction of ocular aberrations

Protocol

The AO system was tested over several human subjects. The wavefront sensing in-

volved the exposure of the retina to near-infrared laser light. Since hazards may po-

tentially result from a direct exposure of the retina to electromagnetic radiations in the

UV-IR range, the experiments strictly complied with the maximum permissible expo-

sure values edited by the National Standards Authority of Ireland and the European

Union (I.S. EN 60825-1:1994/A2:2001). In our spectral range, the possible damage was

thermal. The maximum permissible exposure (MPE) at the cornea for a continuous

direct exposure, over a duration from 10 seconds up to 500 minutes, of a collimated

beam in the range 700-1050 nm is given by

MPE (W m−2) = 10 C4 C7 (4.13)

where C4 and C7 are wavelength dependent factors: C4 = 102(λ−0.7) with λ = 0.825 µm

and C7 = 1. The value is given for a 7 mm pupil, thus it translates to a maximum

power of 684 µW. The laser power at the cornea used in this project was typically

70-100 µW, well below the maximum permissible, and the exposure never exceeded

five minutes.

The general procedure for wavefront correction was the following. For each sub-

ject, a wax registration of the teething was made and mounted in front of the system

for precise positioning and a good stabilization. The pupil area used for measurement

and correction of higher-order aberrations was fixed on the camera; the software did

not track the head movements. Spherical and cylindrical refractive errors were pre-

corrected before AO correction, using the Badal optometer and the cylindrical lenses.

When available, the ophthalmic prescription was entered in the program. A finer

adjustment was possible through a closed-loop low-order correction similar to that

described for the deformable mirror. In that case, the control matrix was obtained

with the calibration of the three motors (one for the Badal, and two for the cylindri-

cal lenses) controlling low-order aberrations [121, 18]. The remaining defocus and

astigmatism terms after the pre-correction were typically around 0.1 D. Higher-order

aberrations were then corrected by the deformable mirror. An illustration of the ocu-

lar wavefront at the different stages of correction is given in Figure 4.9.
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Figure 4.9: Wavefront plots measured over a 5.4 mm diameter pupil: (a) Initial ocular wavefront:
wavefront error rms = 0.71 µm, (b) wavefront after sphero-cylindrical correction: rms = 0.32 µm, and (c)
wavefront during AO dynamic correction: rms = 0.065 µm. The scale is given in micron.

Adjustment of the correction parameters

When correcting for ocular wavefronts, the number of modes and gain set for the

control algorithm had to be adapted for each subject. We give here an example of the

effect of these two parameters on the performance of the system. Higher-order ocular

aberrations correction runs were performed for one subject; the wavefront error resid-

uals and commands applied were recorded for each run extending over 100 frames.

Figure 4.10 shows the performance of the system with modal and zonal calibration,
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Figure 4.10: Correction of ocular aberrations with the modal calibration control matrix and the zonal

calibration control matrix. (a) Residual wavefront error rms, averaged after the 15th frame, (b) average
of the commands standard deviation, in percentage of the whole range, after the 15th frame.

with respect to the number of modes used for the correction. The points shown on
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the graphs were calculated as the average of two repeated runs of 100 frames for each

condition. The two control algorithms give close results, although the modal cali-

bration again seems to yield a slightly better performance, in particular in terms of

stability of the system as given by the command variability. As the number of modes

used for correction increases, the wavefront error residual is decreased due to higher

spatial resolution, until noise propagation in the system suddenly rises, resulting in

higher commands variability and degradation of the correction. An optimum number

of modes can thus be extracted; it is in the range 26-30 for this subject. The following

results presented in this Thesis were obtained with the algorithm using the modal

calibration.

A study of the effect of the gain on the correction showed that it mainly affected

the time taken by the system to reach the correction level, as can be seen on Fig-

ure 4.11. This length of time can be directly related to the closed-loop bandwidth that
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Figure 4.11: Closed-loop correction of ocular aberrations for three different gains used in the correc-
tion algorithm.

we defined earlier; it decreases from 1.2 s (0.83 Hz bandwidth) at g = 0.2, down to

0.5 s (2 Hz bandwidth) at g = 0.9, in good agreement with the numerical analysis per-

formed earlier. Although this is less noticeable, the gain also affected the stability of

the system and the wavefront error residual. From the examples shown in Figure 4.11,

it can already be noted that the correction is less stable when using a gain of 0.9, than

when using a gain of 0.2. For a more thorough analysis, the performance and the

stability of the correction as a function of gain were plotted. From Figure 4.12(a), the

residual error appears quite constant, although it increases slightly with the gain. The

curve 4.12(b), however, clearly confirms the increase of instability of the system with

an increased gain. A limiting gain of 0.8, as we calculated it earlier, seems consistent

with the graphs.
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Figure 4.12: Correction of ocular aberrations as a function of the gain in the correction algorithm: (a)
residual wavefront error rms, (b) average of the commands standard deviation. The error bars represent
standard deviations.

Typical performance

A new adjustment of the correction parameters was required for each subject al-

though the process was not as thorough as detailed above. In general, the gain was

set to 0.5 and the number of modes was 27 by default, and roughly optimised for

each subject. The correction performance of the system varied significantly from one

subject to another. Figure 4.13 shows four examples of correction curves, in terms

of wavefront error rms before and during dynamic correction. It can be seen that

the residual wavefront error rms was not only dependent on the initial magnitude of

aberrations. In general, the residual increased with the initial magnitude, as can be

seen on Figures 4.13(a) and 4.13(c). However, factors such as the match between the

ocular aberrations and the modes of the mirror, or stability of the subject, also affected

the results (see graphs 4.13(b) and 4.13(d)). Note that the high peaks reflect blinks, and

should not be taken into account (although the AO correction will be less efficient for

a subject who blinks much more than normal). Ocular aberrations dynamics as well

as head movements, contribute to the variations in stability of the AO system. Over

the duration of this project, the system has been tested on over 15 human subjects;

however, different control algorithms, pupil sizes, and dilation drugs (Tropicamide,
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Figure 4.13: Temporal evolution of the wavefront error rms, before and during AO dynamic correc-
tion for four subjects. For all subjects, the pupil was dilated with 1% Tropicamide and the measurement
and correction pupil was set to 6 mm.

Phenylephrine or none) have been used, making comparison and summary of the

performance difficult. In the next chapter, the reader can find the comparison of the

AO correction for 7 subjects under the same conditions. In general, the residual wave-

front error rms was less than 0.1 µm and this value is comparable to the performance

reported by several research groups in the literature [86, 80, 77, 75, 82, 81]. This value

is quite close to the simulated residual wavefront error rms reported in Chapter 3: the

average residual after the fitting of 100 typical ocular wavefronts by the AOptix mir-

ror was found to be 0.06 µm. However, it should not be forgotten that this value was

calculated from interferometric phase maps (2 105 pixels). The measurements given

by the Shack-Hartmann wavefront sensor - typically with 80 lenslets in this project,

have much lower resolution and probably underestimate the error. Furthermore, the

error due to the delay between the measurement and the correction adds to the de-

formable mirror fitting error in the total residual measured by the Shack-Hartmann.
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As for the bandwidth, it can be seen from Figure 4.13 that the correction is reached

within typically 0.5 s, corresponding to a 2 Hz bandwidth, close to the simulation

results.

Finally, the residual closed-loop phase error of correction can be expressed as

σ2
phase = σ2

SH + σ2
delay + σ2

DM f itting (4.14)

where σ2
SH is the Shack-Hartmann error as detailed in the previous section, σ2

DM f itting

is the fitting error of the deformable mirror and σ2
delay is the error due to the delay

between the measurement and the correction. Knowledge of these errors could help

optimise the correction algorithm and the resulting performance of the system, as

was discussed in Chapter 2. Further investigation however requires better knowl-

edge of the spatial and temporal statistics of the ocular wavefronts. These are likely

to be subject-dependent, hence the best strategy would probably be to analyse thor-

oughly the measured aberrations in open-loop for one particular subject and adapt

accordingly the closed-loop correction. Attempts of temporal analysis of the exper-

imental results were made to compare to the theoretical error transfer function, but

even the intra-subject variability in the power spectra calculations was quite signifi-

cant. Two issues in particular should be mentioned: the non-stationarity of the ocular

aberrations, as already mentioned, and the movements of the subject’s eye with re-

spect to the measurement pupil, which could have altered the measurements of the

aberrations dynamics. The performance of the AO system obtained in this thesis was

considered sufficient for the planned experiments on vision performance.

4.2 Visual performance measurement

This section describes how visual tests were performed through the system. We will

first present the hardware components (displays and optical path), before describ-

ing the psychophysical design. Finally, preliminary tests on visual performance with

adaptive optics correction of higher-order aberrations will be detailed.

4.2.1 Visible path

The visible path of the system is shown in Figure 4.14. The visual performance tests

required the generation of a stimulus with a display, and the imaging of the stimulus

though the system, in particular via the deformable mirror. Two different displays
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Figure 4.14: AO vision simulator, with the psychophysical path highlighted.

were used alternatively. The initial system comprised a CRT monitor; it was decided

to add a digital light-processing (DLP) projector to allow very high stimulus light

levels. The visible path consists in the addition of two pairs of lenses before entering

the infra-red path described previously. Furthermore, one can notice the two cold

mirrors used to bypass the scanner to avoid jitter of the image.

Monitor and projector reimaging through the system

The two displays were implemented in the system with the aim to optimise the bal-

ance between sufficient field of view and resolution of the stimulus. To avoid vi-

gnetting in the system due to the physical limitations of the optical elements, the field

of view was set to about 4.5 degrees by a diaphragm conjugated to the stimulus for
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both displays.

The CRT monitor was a 17” Trinitron color display. The two lenses in front of the

monitor were adjusted so that, with the total magnification of the system, the height of

the screen corresponded to 5 degrees field of view. A pixel of the monitor was imaged

on the retina at a size of 0.3’. As an indication, the minimum resolvable grating on the

screen had a period of 1.5 mm, corresponding to 32 cycles per degree.

The implementation of the Mitsubishi DLP projector was more problematic be-

cause such devices are designed for professional communication use. Hence the char-

acteristics of optics inside the projector could not be obtained; furthermore, the out-

coming beam was tilted upward, which added complication. A simple experiment

enabled us to determine the exit pupil of the instrument and the field of view sub-

tended by the image. The resulting Lagrange invariant, product of the pupil radius

by the field of view in the pupil plane, was much higher than that defined by the

deformable mirror and the 5 degrees field of view, preventing proper coupling of the

system [125]. Hence the exit pupil had to be greatly magnified in the mirror plane

to keep the full image given by the display. Eventually, the two lenses in front of the

projector were adjusted so that the height of the display image subtended 4.5 degrees

on the retina. A pixel corresponded to 0.34’ on the retina.

Non-common path and chromatic errors

One issue in the AO vision simulator is that the wavefront correction was carried out

for a beam different from the two beams used for the visual experiments. In particular,

the optical paths followed by each beam were not the same - this difference is referred

to the non-common path error, and the wavelength was different.

The optical components of the system inevitably introduced wavefront aberra-

tions. These were measured and corrected by the AO system, except for the non-

common path errors. The non-common path errors consisted of the two pairs of

lenses placed in front of the displays, the two cold mirrors and the mirror bypass-

ing the scanner, which would all introduce aberrations not seen by the wavefront

sensor. The relay lenses just before the Shack-Hartmann were not part of the visible

paths, but they were part of the reference path, so the aberrations they introduced

was not taken into account in the AO correction. The non-common path errors were

estimated for an on-axis beam set by an eye pupil size of 6 mm diameter. This was

the typical and maximum pupil size used for wavefront correction and visual sim-

ulation in the system. Ray tracing calculations yielded f-numbers between f /15 for
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the two lenses in front of the monitor and f /30 for the lenses in front of the projector,

hence aberrations were assumed to be negligible for these elements. As for the cold

mirrors, the difference between the aberrations introduced by transmission (infra-red

path) and those introduced by reflection (visible path) was measured to be about 30

nm wavefront error rms for a 6 mm beam. Finally, the neutral density filters which

were used in the study and are described in the next chapter, were characterised; the

aberrations they introduced for a 6 mm beam ranged around a few nm, not exceeding

10 nm wavefront error rms.

The source used for wavefront sensing was a 825 nm laser diode, while the psy-

chophysical experiments were carried out in the visible, mainly around 540 nm (green

light). Dispersion in the optical components of the eye implies differences of refrac-

tion for different wavelength. In particular, the chromatic focus shift is the most

significant change in ocular aberrations. It has been analytically derived [126] and

experimentally confirmed in the visible [62] and near infrared range [105]. The ef-

fect of dispersion on other ocular aberrations, especially higher-order aberrations,

is not straightforward and would require better understanding of the ocular optical

structures to be described. Marcos et al. experimentally measured changes of ocular

aberrations, in particular astigmatism and spherical aberrations for two subjects be-

tween 450 nm and 650 nm [127]. However, Llorente et al. showed that higher-order

aberrations measured at 543 nm and 787 nm were equivalent for 36 eyes within the

experimental error [62], and Fernández et al. obtained similar results while investi-

gating wavelengths from 700 nm to 900 nm with four subjects [105]. For simplicity,

we will consider that our measurements at 825 nm provide valid estimates of the

higher-order aberrations in green light. This issue could however be further investi-

gated, and we must bear in mind this uncertainty. To account for the chromatic focus

shift, the system was carefully calibrated so that a zero defocus term on the Shack-

Hartmann for the 825 nm source corresponded to a perfectly collimated stimulus as

seen by the subject (the adjustment was performed for an experienced subject after

all his aberrations had been corrected).

4.2.2 Psychophysical experiments

Principles of visual psychophysics

Psychophysics is the scientific study of the relation between a stimulus in the physical

domain and the correspondent sensation in the psychological domain [128]. Feshner

(1860) first developed the theory for the measurement of sensation nowadays used
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by all psychophysicists. Central to psychophysics is the concept of sensory threshold,

which expresses the fact that mental events have to be stronger than some critical

amount in order to be consciously experienced. The concept of differential sensitivity,

or relative sensitivity was investigated by Weber (1834) who stated that the change in

stimulus intensity that can just be discriminated, ∆φ, is a constant fraction c of the

reference intensity φ

∆φ = c φ. (4.15)

This law provides a useful index of sensory discrimination which can be compared

across different conditions and modalities (eg. vision and audition). It is however

generally valid for a limited high intensity range only. For visual sensitivity, the eye

can be considered as an ideal detector at low luminance level. From known statistics

of the quantum characteristics of light, an average absorption of N photons is asso-

ciated with a standard deviation of
√

N photons. DeVries and Rose showed that in

these conditions the absolute sensitivity threshold is proportional to
√

N [129, 32]

∆φ = k
√

φ (4.16)

with k a constant. The two regimes can be expressed by one single relation

∆φ

φ
= c +

k√
φ

. (4.17)

If c ≪ k/
√

φ, the differential sensitivity follows DeVries-Rose law and if c ≫ k/
√

φ,

it follows Weber law. The quantity ∆φ/φ represents the contrast threshold, typically

measured in this project for different stimuli. Further laws state that above a critical

stimulus area, contrast threshold is proportional to the reciprocal of the area (Ricco’s

law) and that similarly, above a critical duration, contrast threshold is proportional

to the reciprocal of the duration (Bloch’s law). These different relations highlight the

importance of the stimulus parameters for a consistent measure of relative sensitivity.

A threshold is measured for a certain stimulus based on the performance of the

subject for a specific task: to state the presence of the stimulus (detection task), to

name or categorise it (recognition task), or to compare it to a reference (discrimination

task). As for the way to present stimuli to the subject, three classical methods have

been developed: the method of constant stimuli, where a set of pre-determined values

expected to be slightly above and below threshold, are presented in random order; the

method of limits, where stimulus values are presented in ascending or descending

order; and the method of adjustment where the observer adjusts the stimulus value
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to the threshold. Because biological reactions to stimuli are variable, the observer

response shall be regarded as probalistic and not absolute. Plotting the proportion

of success or correctness to a certain task as function of the magnitude of stimulus

enables to obtain what is called the psychometric function. The threshold can be set

at a chosen success/correctness percentage. The theory of signal detection offers a

mean for disentangling the objective (biological) and subjective (such as expectancy

or payoff) components of threshold variability.

The measurements carried out in this project were of contrast threshold. Different

stimuli were investigated, but the task was systematically a forced-choice discrimi-

nation task. The procedure of stimuli presentation was similar for all tests, and is

presented below.

The QUEST procedure

Recently, methods have been developed for the stimulus presentation, making use

of an estimated psychometric function along with previous responses obtained: they

are called adaptive methods. One of them is the QUEST procedure as described by

Watson et al. [130] and since then widely used. It places each trial at the current most

probable Bayesian estimate of threshold, hence providing an efficient, fast and simple

test. This method was therefore used for the psychophysical experiments presented

in the Thesis.

The procedure relies on three assumptions: the human psychometric function

pT(x), where x is the log intensity and T sets the position of the function, is invariant

in form; T is fixed from trial to trial, so all previous trials can be used; the trials are

statistically independent. An estimation of the threshold T is used in the calculations,

represented as a prior probability density function (pdf) fT(T). Following n trials, the

data obtained consists of a set of n responses ri at log intensities xi. This information

can be expressed as a likelihood function fD|T(D|T)

fD|T(D|T) =
n

∏
i=1

pri |T(xi) (4.18)

where pri |T(xi) is the probability of response ri at log intensity xi, knowing the thresh-

old is T,

pri |T(xi) =

{
pT(xi) if the response is correct

1 − pT(xi) if the response is wrong.
(4.19)

The posterior pdf can be calculated from the likelihood function and the prior pdf of
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T

fT|D(T|D) =
fT(T) fD|T(D|T)

fD(D)
(4.20)

where fD(D) is the prior pdf of the data and is a constant. The next trial is placed at

the peak of the posterior pdf, the current most probable estimate of T, and at the end

of the run, the final estimate is given by the maximum of the likelihood function. In

practice, a QUEST function Q(T) can be derived to express all useful information

Q(T) = ln fT(T) + ln fD|T(D|T) (4.21)

and the following recursive relations can be written

Q0(T) = ln fT(T)

Qn(T) = Qn−1(T) +

{
ln pT(xn) if success

ln[1 − pT(xn)] if failure.

(4.22)

These relations make the calculations very easy.

The psychophysical tests were implemented with a visual stimulus generator (VSG)

from Cambridge Research Ltd. The code was written in Matlab, based on a psy-

chophysics toolbox freely available on internet. The psychometric function used for

the QUEST calculations was a Weibull distribution, expressed as

pT(x) = δ × γ + (1 − δ) × (1 − (1 − γ)× exp(−10β(x+ǫ−T))). (4.23)

The parameter δ specifies the upper asymptote 1 − δ , acknowledging the fact that

even well above threshold, a non intentional mistake can happen, so that the prob-

ability of success is never exactly 1; β gives the slope of the function; γ specifies the

probability of success at zero intensity, given by pure chance; ǫ is related to the proba-

bility at threshold PT. During the course of this project, two visual performance tasks

were used: a two-alternative forced choice (2AFC) task - the subject had to discrimi-

nate between two stimulus angles - and a four-alternative forced choice (4AFC) task

- the subject had to discriminate between four stimulus angles. Table 4.2 gives the val-

ues set for all the parameters for the two tasks and Figure 4.15 shows the computed

psychometric functions. The number of trials before termination of the procedure

was set following indications found in the literature [131]: 50 for the 2AFC and 30 for

the 4AFC. It is reduced for the 4AFC because the probability for a correct response

at zero intensity is lower. An illustration of a well converging QUEST run is given

by Figure 4.16, which represents an experimental measurement of contrast threshold.
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Table 4.2: Weibull function parameters for the 2AFC and 4AFC tasks.

Task δ β γ PT ǫ

2AFC 0.01 3.5 0.5 82% 0.005
4AFC 0.01 3.5 0.25 72% 0.003
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Figure 4.15: Weibull psychometric functions for a 4AFC and a 2AFC discrimination tasks. The thresh-
old is 0 in both cases and the corresponding probability thresholds can be read on the figure (82% for
the 2AFC and 72% for the 4AFC).
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Figure 4.16: QUEST contrast measurement with a 2AFC discrimination task. (a) Sequence of trials
through the procedure, set at the current most probable estimate of threshold; (b) Threshold pdf evolu-
tion through the procedure.

Figure 4.16(a) shows the trials evolution governed by a decrease of the trial contrast

value after a right answer, and an increase after a wrong answer. The displayed con-

trast oscillates and then converges to a value which is the measured contrast threshold

of the subject for that particular task. Figure 4.16(b) shows how the pdf of T, which

is originally quite broad and above the true threshold (this was found to be a good
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initial point for the procedure), sharpens and converges during the run, reflecting the

behaviour of the trial contrast value. In this example, the convergence was reached

quite rapidly; however the convergence speed varied from measurement to measure-

ment and subject to subject.

Photometric calibrations

The visual performance measurements were based on intensity contrast measure-

ments, which obviously require rigorous photometric calibration of the system. Both

displays were carefully calibrated with a photometer provided by Cambridge Re-

search Ltd. The data were used to construct tables for the gamma correction of the

luminance responses of the displays. The VSG allowed a luminance resolution of 14

bits, only possible with analog devices such as the CRT monitor; the resolution of the

projector driven by the same VSG was limited to 8 bits. Hence stimuli requiring a

high number of luminance levels, such as gratings, were generated on the monitor

only.

Most experiments were carried out with spectrally-limited light, defined by the

colour channels of the displays. The results given in the Thesis were obtained with

“green” light. Figure 4.17 shows the spectra of the two displays. The projector spec-

trum was measured with a spectrometer, while that of the monitor was given by the

manufacturer.
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Figure 4.17: Spectra of the two displays used for psychophysical experiments.

Finally, as a large range of light levels were investigated in the experiments led
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in this project, accurate measurements of luminance in the ocular pupil plane were

required. These were achieved with an illuminance meter from LMT, calibrated to

the photopic spectral sensitivity of the eye. The illuminance in the pupil plane Epup is

related to the total flux in the pupil Fpup

Epup =
Fpup

Apup
(4.24)

where Apup is the area of the pupil. The luminance Lpup can be calculated from the

flux

Lpup =
Fpup

Gpup
(4.25)

with Gpup the geometrical area. The latter can be expressed as Gpup = Apupπ sin2 θ,

with θ the field angle subtended by the image on the retina, as seen from the pupil

plane (see Figure 4.18). This yields the relation

Lpup =
Epup

π sin2 θ
. (4.26)

Illumination measurements were performed for a known image size, hence a known

sinθ. All the luminance and retinal illuminance values given in this Thesis were de-

rived from the illuminance measurements as just described.

θ

Apup

Image

Figure 4.18: Illustration of the geometrical area definition.

4.2.3 First tests of the system

Preliminary experiments with the AO vision simulator were carried out to verify the

gain in contrast sensitivity function (CSF) given by the correction of higher-order oc-

ular aberrations. The measurements were done with the CRT monitor and could not

be repeated on the DLP projector due to resolution limitations as described earlier.

The contrast sensitivity was measured with horizontal and vertical gratings of dif-

ferent frequencies. These gratings were weighted by a spatial Gaussian envelope, to
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form Gabor patches. The spatial luminance distribution L(x,y) of a vertical patch on

the retina, proportional to the luminance distribution on the screen, is described as

L(x,y) = L0 [ 1 + m cos(2π f x) exp(− x2 + y2

2σ2
)] (4.27)

where (x,y) are the coordinates on the retina in degree, L0 is the mean luminance, f

is the frequency in cpd, σ is the standard deviation, chosen to be 0.7 degrees, and m is

the contrast. The Gabor patches were furthermore weighted by a temporal envelope

of 70 ms standard deviation. A 2AFC discrimination task between horizontal and

vertical orientations was set. The QUEST procedure was used to present the stimuli;

runs of 50 trials were performed.

The contrast sensitivity was first measured for three subjects, without any AO cor-

rection but after ophthalmic correction, in order to test the task and procedure choice.

Results are presented in Figure 4.19 and they highlight the inter-subject variability

for this task. The characteristic band-pass shape of the contrast sensitivity function
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Figure 4.19: Contrast sensitivity obtained for three subjects without AO correction.

is nevertheless well present for the three subjects. The peak appears at about 4 cpd,

which is consistent with values given in the literature. We wish to underline that

measured contrast thresholds are dependent on the spatio-temporal properties of the

stimulus [132]. As a result, there is a wide discrepancy of CSFs in the literature. In

particular, the spatial bandwidth of the grating strongly affects visual performance.

There has been extensive discussion on the optimised grating window size. Extended

grating stimuli with many cycles are well localized in the frequency domain, which

facilitates Fourier analysis and comparison to vision models. However, the window
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size needs to be inversely scaled with the grating spatial frequency in order to keep

a constant number of cycles; this may imply extended fields of view and unpracti-

cal experiments at low spatial frequency. Another approach is to aim for a stimulus

representing free viewing conditions of real-world images; a number of investiga-

tors have argued that a spatial bandwidth of 1 octave (corresponding to a Gaussian

function with standard deviation of 0.7 cycle) is an appropriate estimate of the spa-

tial frequency bandwidth of the underlying vision mechanisms [133]. We wanted to

have a narrow-band spatial frequency spectrum to help fitting the Fourier analysis of

retinal imaging quality and vision system; on the other hand our small field of view

did not enable such frequency spectra for gratings of low spatial frequencies. We

thus decided to work with fixed-size windows to have sufficient cycles at high spatial

frequency.

Complete contrast sensitivity measurements were taken through the system with

subject C, with and without correction of higher-order aberrations. The subject’s

pupil was dilated with Tropicamide 1% fifteen minutes before the start of the mea-

surements. His sphero-cylindrical aberrations (1.9 D of defocus and 0.25 D of astig-

matism), as well as the aberrations present in the system, were corrected before the

measurements started. The measurements were taken randomly with and without

dynamic AO correction, at different spatial frequencies, and repeated to obtain three

measurements for each set of conditions (spatial frequency / higher-order aberra-

tions correction). The wavefront sensing light was dimly visible to the subject as a

centered 0.5 degrees line superimposed on the grating. This laser was also turned

on during measurements without AO correction for similar conditions. Results are

shown on Figure 4.20. They show a benefit in contrast sensitivity when higher-order

aberrations are corrected, and this benefit increases with spatial frequency, up to 2.2

at 12 cpd. This value is below the AO benefit results obtained by Yoon et al.: a benefit

of a factor of 3 for a 6 mm pupil [39]. Several hypotheses can be raised. The ocular

pupil size for wavefront correction and visual tests was 5.4 mm in our experiment,

hence the level of higher-order aberrations was lower. Difficulties in repeating these

results with several other subjects also highlighted the sensitivity of the optical align-

ment, the focus adjustment for the visible light, and the stability of the AO system

over long correction runs. The optical alignment, in particular, was an important

issue since any displacement of the visible beam from the wavefront sensing pupil

would strongly deteriorate the correction. Furthermore, measurements could not be

performed at spatial frequencies higher than 12 cpd, where higher AO benefit is ex-

pected, because of the relatively low retinal illuminance (25 Td) and the fact that the

wavefront sensing light was partially masking the stimulus. Indeed, the contrast sen-
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Figure 4.20: Contrast sensitivity measured with and without AO correction of higher-order aberra-
tions for subject C. The error bars represent ±1 standard deviation.

sitivity values without higher-order correction can be compared to the values in the

previous graph, measured outside of the system: they are much lower. The retinal

illuminance level is affecting neural contrast sensitivity and may have affected the

results. The findings presented here led us to focus our interest on the importance of

light level for visual performance, and relate the effects of HO aberrations on visual

performance to the changes in neural sensitivity.

The experimental system was described in details with the aim of providing the

reader with a full understanding of the different components and resources used. An

analysis of the functioning and performance of the adaptive optics system was given,

and it was shown that it provides very good dynamic correction of higher-order aber-

rations, down to 0.05 - 0.1 µm wavefront error rms. The techniques of visual perfor-

mance tests used in the thesis were detailed and assessed. The first results obtained

on the effect of higher-order aberrations on vision were not very conclusive, although

they did demonstrate the benefit in contrast sensitivity that can be gained from cor-

rection of higher-order aberrations. In the next chapter, a functional visual test is

investigated and the effects of HO aberrations on visual performance are measured

for such a test, as a function of light level and pupil size.
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Chapter 5

Measured Effects

of Higher-Order Aberrations

on Functional Vision

in Different Light Regimes

In everyday life, our eyes deal with an extremely large range of light conditions.

Within this range, changes in pupil size, hence in optical quality, occur in parallel with

changes in neural sensitivity. Significant visual benefit when correcting higher-order

(HO) aberrations has been measured for large pupils in photopic conditions [39]. One

should however wonder how the benefit behaves for functional stimuli and natural

pupils under normal variations of ambient light. We already pointed out that the con-

trast sensitivity measured for gratings or Gabor patches gives a limited representation

of visual performance. Real-world stimuli are usually more complex: they contain a

large spectrum of spatial frequencies. How is our resolution of such objects affected

by optical quality in conjunction with neural sensitivity? How do these limitations

compare in the different light regimes with natural pupil sizes? It was the aim of
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this study to investigate these issues and determine how much normal people would

benefit from the correction of their higher-order aberrations in everyday life. In par-

ticular, we wanted to focus on the mesopic range where both cones and rods operate.

While in the photopic regime, HO aberrations are not expected to affect much vi-

sion since pupils remain small, higher complexity arises in the mesopic range with

pupil dilation, the reduction of signal to noise ratio, the growth of rods signals and

the increase of spatial summation, not to mention chromatic and temporal sensitivity

changes [33].

Several series of measurements were carried out on seven young healthy subjects

to compare visual performance with and without correction of higher-order aberra-

tions, using the AO vision simulator detailed in the previous chapter. We present here

the detailed protocol and the results obtained with some elements of discussion as an

attempt to analyse the results.

5.1 Functional visual test

Contrast acuity test

The ability to detect small details at low contrast is functionally of great importance,

as shown by Chisholm et al. [134]. The contrast acuity visual test used for this study

was implemented based on Ref. [134]: it consisted in measuring the contrast threshold

needed to discriminate the 3’ gap of a Landolt ring. In Chisholm’s study, the average

contrast threshold to discriminate this stimulus was 24% in the photopic light regime.

The stimulus is shown in Figure 5.1. The size of the gap was chosen such that the

15'

3'

Figure 5.1: Stimulus used for the contrast acuity assessment.
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corresponding frequency spectrum is typically within the bandwidth used for func-

tional visual tasks in everyday life. Furthermore, due to its similarity to alphanumeric

characters, this stimulus makes an easy target and can provide repeatable contrasts

threshold measurements, especially for inexperienced observers. Finally, since only

two luminance levels are required for the generation of such a stimulus, both the dig-

ital projector and the CRT monitor could be used as displays for the test, allowing a

larger range of light levels to be studied.

Two stimulus contrast configurations were used in this study: negative contrast as

illustrated by Figure 5.1, where the target is darker than the background (luminance

decrements), and positive contrast, where the target is brighter than the background

(luminance increments). The contrast in both situations was defined as

c =
∆L

Lb
(5.1)

where Lb is the background luminance and ∆L is the difference between stimulus

luminance and background luminance. This is known as the Weber contrast. For

the luminance decrements configuration, contrast ranged from 0 to 100% (assuming

negligible external illumination and diffusion of light in the display), while for the

luminance increments configuration, the background was set to 10% of the maximum

luminance available, enabling a maximum of 900% contrast.

The stimulus was presented with a 100 ms standard deviation Gaussian temporal

envelope, and preceded by the short flickering of a dot in the centre of the field. The

background field subtended 4.5 degrees of visual angle (note that the field of view in

Figure 5.1 is intended only for illustration purposes and has not been drawn to scale)

and the guiding diagonal bars were continuously present to help fixation during the

visual test. A preliminary experiment was performed with a subject to validate the

assumption that the small size of the field of view would not affect the measured

contrast acuity thresholds. The experiment was carried out by John Barbur at City

University, London, as part of a collaboration for the study presented in this chapter.

As can be seen from Figure 5.2, contrast thresholds are approximately independent

of the size of the uniform background field. This validated the use of a small field of

view for our visual test.
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Figure 5.2: Effect of background filed size on contrast threshold, for two retinal illuminance values
given in Troland (Td). The error bars represent ± 2 standard deviations.

Light levels

For these experiments, the subject’s pupil was artificially dilated to enable the mea-

surement and correction of ocular aberrations over a full 6 mm diameter pupil, while

an artificial pupil in the visible path was conjugated to the pupil of the eye (see Figure

4.14) and could be set to limit the effective size of the visible beam entering the eye.

This arrangement made it possible to set and calculate accurately the retinal illumi-

nance Er in Troland,

Er = L × Apupil, (5.2)

where L is the pupil plane luminance (measured in cd m−2) and Apupil is the effective

pupil area (in mm2). Recalling Equation 4.2.2, we can also write

Er =
F

π sin2 θ
. (5.3)

Hence the retinal illuminance represents the luminous flux F captured by the eye

per unit solid angle of the image on the object (θ is the field angle subtended by the

image on the retina). Because it is scaled by the pupil of the eye, it is a measure more

appropriate for visual function than luminance.

The Stiles-Crawford effect of the first kind was taken into account in the calcu-

lations of the retinal illuminance. As cones are less sensitive to the peripheral rays

entering the pupil than the central rays [27], the integration of the luminance over

the pupil area was weighted by an efficiency curve to give the effective retinal illumi-

nance

Er,e f f =
∫ 2π

0

∫ R

0
r × L × f (r) dr dθ (5.4)
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with R the radius of the pupil, as set by the artificial pupil. We used a parametric

representation of the luminous efficiency, f (r) = 10−0.05r2
, derived from values given

by Applegate et al. [28]. This weighting was not done below 10 Td, since the Stiles-

Crawford effect essentially arises when cones function normally. The luminance in

the ocular pupil plane required for each retinal illuminance level can be expressed as

{
L = Er

πR2 if Er ≥ 10 Td

L = 0.05 ln(10) Er

π(1−exp(−0.05ln10 R2))
if Er < 10 Td.

(5.5)

Neutral density filters were used with the two displays to achieve the appropri-

ate light levels. The projector was used for the highest light levels and the monitor

was used for the other light levels, to avoid stacking too many neutral density filters.

The set of neutral density filters was calibrated to ensure accurate retinal illuminance

values. Measurements were made with an illuminance meter (LMT) calibrated to

the photopic spectral sensitivity of the eye. Table 5.1 gives the manufacturer and

measured values of optical density of the filters. The standard deviations given are

estimated from the variability in the measurements. The transmittance T of each filter

is expressed as

T = 10−OD (5.6)

where OD is the optical density.

Table 5.1: Calibration of neutral density filters

Manufacturer optical density 0.1 0.2 0.3 0.5 0.6 1 3 4
Measured optical density 0.14 0.24 0.33 0.51 0.69 1.1 3.22 4.2

Standard deviation 0.02 0.02 0.02 0.02 0.03 0.03 0.03 0.03

Experimental procedure

Seven subjects participated in the experiment, aged from 19 to 27 years old (22 ± 3).

They had no more than 1 D refractive prescription, and no history of ocular dis-

ease. They provided informed consent after the protocol and possible consequences

had been explained to them. The research was approved by the National Univer-

sity of Ireland, Galway, Ethics Committee and followed the tenets of the Declaration

of Helsinki. All the information was coded and strictly confidential. Measurements

were performed on the right eye, after a pupil dilation with a drop of 1% Tropicamide.

Before starting the measurements, the sphero-cylindrical errors were corrected in
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the system using the features described in the previous chapter. Astigmatism was cor-

rected within 0.1 D, as measured by the Shack-Hartmann, while defocus was adjusted

by the subject for best stimulus contrast, with the same precision. In the presence of

other aberrations, non-zero defocus can often provide improved image quality [39];

in particular, it can help to compensate for spherical aberration [10]. Wavefront aber-

rations in the infrared path were also corrected, such that the wavefront aberrations

seen by the subject initially comprised only their own higher-order aberrations and

the non-common path errors.

Two different experimental procedures were used in this study. The first series

of experiments were performed using pseudo-dynamic correction. The near infrared

wavefront sensing light was visible to the subject and this ruled out the use of the

AO system simultaneously with the visual test. The wavefront aberration correction

was therefore only applied in between each trial within a contrast acuity measure-

ment run: the laser was turned on and the mirror dynamically readjusted for 1.5 s to

correct for aberrations, the laser was then turned off and the mirror remained frozen

for the stimulus to appear. Constant monitoring of the AO correction was maintained

to ensure that stability of the correction was reached following each refresh. When

no correction was applied, except that of the aberrations of the system, the laser was

still turned on and off to simulate the same conditions. Contrast thresholds mea-

surements using decrements in luminance were performed on four subjects with this

pseudo-dynamic correction and this set of conditions employed will be described in

this paper as procedure A. The procedure was later modified, and a static correction

was applied instead. This made it possible to investigate lower light levels without

intermittently exposing the retina to the infrared light of the AO laser diode beam.

The static correction was considered to be acceptable in our experiments, although

Figure 5.3 shows that it was not as good as the dynamic correction. The figure gives

the AO dynamic corrections achieved for the seven subjects, over a 6 mm pupil, and

the dynamic corrections can be compared to the average static corrections for the

three subjects who participated in the second series of experiments. The wavefront

aberrations were measured after each test was completed to ensure that the subject

had not moved significantly. When the wavefront error rms measured at the end of

the run was higher than 0.2 µm, the measurement was deleted. The second series of

measurements was furthermore performed with a modified stimulus, which involved

increments of luminance, instead of decrements, to allow for high contrast levels. This

second set of conditions will be described in the following sections as procedure B.

Contrast threshold measurements were repeated five times for each set of para-
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Figure 5.3: Wavefront error rms measured before AO correction, during dynamic correction and after
correction (static correction).

meters (light level, pupil size, correction/no correction of higher-order aberrations).

The full set of measurements for one particular pupil diameter was split over sev-

eral sessions to avoid fatigue effects. Each session lasted for just over one hour, and

this included the time for alignment, refractive pre-correction, testing of the AO sys-

tem and breaks in between each measurement. Three or four sessions were needed

to complete the measurements. The conditions were randomised whenever possible

and the measurements with and without AO correction were carried out in pairs so

as to keep the ratio of the two as a repeated measure.

5.2 Results

5.2.1 Effects of light level on functional AO benefit for a large

pupil

Contrast acuity measurements were first carried out for a 6 mm pupil, over a range

of retinal illuminance values from 1150 Td to 10 Td using procedure A. Four sub-

jects were tested with this procedure. Each subject’s performance was measured

with pseudo-dynamic AO correction and without correction (except that of sphero-

cylindrical aberrations and static aberrations of the system). The contrast sensitivity

was calculated as the inverse of the contrast threshold.

Figure 5.4 shows the contrast sensitivity values obtained for one subject, averaged
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over the five measurements for each set of conditions. The fluctuations of the mea-

surements are given by the error bars which represent the standard deviations. In

1

10

100

0 0.5 1 1.5 2 2.5 3 3.5

 Retinal illuminance (log Td)

C
o

n
tr

a
st

 s
e

n
si

tiv
ity

deVries Rose law

no HO aberrations correction

HO aberrations correction

Figure 5.4: Contrast sensitivity measured with luminance decrements for the discrimination of the 3’
gap at different light levels, with and without correction of HO aberrations. The error bars represent ±
1 standard deviation.

all this Thesis, the standard deviations s reported are the unbiased estimations of the

population standard deviations, calculated as

s =

√√√√ 1

N − 1

N

∑
i=1

(xi − x̄)2 (5.7)

where N is the size of the sample (five in this case), xi,i=1...N are the measurements

and x̄ is the mean of the sample. The intra-subject variability in the measurements

is quite large, and can be explained by the visual performance variability, the test

procedure precision, as well as the AO correction variability. The latter probably did

not have too much of an effect, since as can be seen on the figure, the variability

without correction is of the same magnitude, if not higher, than the variability of the

measurements with AO correction. The subject’s visual performance variability was

noticeable from one session to another. The limited number of measurements did not

enable the estimation of statistical values of this session-dependent variability, but

difference ratios in contrast sensitivity of up to 1.5 were measured. Finally, the QUEST

procedure used, although it had the advantage of allowing fast measurements, did

not always provide consistent results. Measurements were taken out and repeated

when the sequence of contrast trials, as shown on Figure 4.16 in the last chapter, was

not converging.
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As expected, the contrast sensitivity drops as the light level is decreased. Recalling

Equation 4.16, the DeVries-Rose law predicts a linear relationship between the log of

the contrast sensitivity and the log of the intensity or luminance

log

(
Lb

∆L

)
=

1

2
log Lb + γ (5.8)

where γ is a constant. It is represented on the graph with an arbitrary vertical offset,

as an indication of the expected trend for the data. Many arguments (optical aber-

rations, scattering, use of a complex stimulus...) could invalidate the exact fit to this

particular law. At high light level, the contrast sensitivity for both conditions seems to

approach a constant; this is well in agreement with Weber’s law (see Equation 4.15).

For this subject, the maximum values of contrast sensitivity were 4.5 without AO cor-

rection and 9.9 with correction, corresponding to contrast thresholds of 22% and 10%

respectively. The former of these values is close to the average measured by Chisholm

et al. for the same test [134]. Our subject’s performance is slightly better, possibly be-

cause she is younger than the mean age of the population examined by Chisholm et

al. The graph also highlights the benefit in visual performance gained by the correc-

tion of higher-order aberrations: the contrast sensitivity is better with adaptive optics

than without.

We define the AO benefit as the ratio of the two contrast sensitivities. The ratio

calculation was done for each pair of measurements (with and without HO aberra-

tions correction), and averaged for each light level. It should be noted than this value

may differ from the ratio of the means of contrast sensitivities. The results, obtained

for our four subjects, are presented on Figure 5.5. The error bars represent here the

unbiased standard errors of the mean (SEM), calculated as

SEM =
s√

N − 1
(5.9)

with s the unbiased standard deviation estimated from the five measurements of AO

benefit. A number of five measurements was found to be a good compromise to

have sufficiently small standard errors while not over-stretching the total experimen-

tal procedure. A striking feature on the figure is that regardless of the within- and

inter-subject variability, all the subjects show a progressively smaller AO benefit as

light level is decreased. A linear regression with the least-square method was per-

formed on the data for each subject. There is no valid argument to assume linear

relationship between the AO benefit and the log of the retinal illuminance. In par-

ticular, it is expected that the AO benefit does not go below the value of one, and
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Figure 5.5: Mean AO benefit measured for four subjects over a range of light levels. The error bars
represent ± 1 standard error of the mean.

that at high light levels, when the neural sensitivity is constant, it remains constant

too. However, in the range of retinal illuminance levels investigated, the data shows a

quite linear trend, and the slope of the best fitted line can give further information on

the trend exhibited. The calculated slopes are given in Table 5.2. For each subject, we

also report the standard error of the slope, and the 95% one-tail confidence interval

for the slope. The confidence interval was calculated with the assumption that the

mean slope divided by the standard error of the slope follows a Student’s t distribu-

tion (the number of degrees of freedom of the distribution is determined by the size

of the sample). It lies above zero for two subjects, showing a significantly positive

slope. There is almost similar significance for subject 1, but not such significance for

subject 2.

Further analysis of the data can be performed with the inter-subject average. The

inter-subject mean and standard error of the mean of the AO benefit are given in Ta-

ble 5.3 for each light level investigated. Consecutive paired Student’s t-tests showed

significant increase for each higher light level (p-values of 0.014, 0.011 and 0.002).
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Table 5.2: Linear regression analysis on the AO benefit data

Subject Slope Standard error of the slope 95% confidence interval
critical value

1 0.36 0.21 -0.01
2 0.19 0.20 -0.17
3 0.26 0.15 0.00
4 0.30 0.17 0.01

Table 5.3: Inter-subject mean and standard error of the mean of the AO benefit at the
different light levels.

Retinal illuminance (Td) 10 30 50 1150
AO benefit 1.25 ± 0.08 1.46 ± 0.10 1.53 ± 0.09 1.87 ± 0.11

The findings from these experiments show that the AO benefit that results from

full, 6 mm pupil correction of higher-order aberrations, reduces significantly with

decreasing light level, an observation consistent with the expected reduction in the

spatial resolving power of the retina. The latter is often attributed to reduced signal

to noise ratio in photoreceptors, the intrusion of rod signals and the increased spatial

summation. Changes in the processing of the retinal signals at lower light levels cause

an overall reduction in neural sensitivity and a decreased spatial bandwidth. The

processes involved in discriminating the gap of a Landolt C, for example through

frequency channels as vision is often described, have not well been characterised. To

the author’s knowledge, no model has been derived so far for this particular task.

However, several studies on the frequency components of the Landolt C used in such

a task suggest that subjects are more sensitive to different components of the letter

spectrum depending on the size of the C [135, 136]. One could infer that the visual

processes involved will also vary with ambient light. This tentative hypothesis was

investigated, and some simulation results are given in the next chapter. Finally, the

inter-subject mean of the AO benefit at the highest light level is close to 2. This value

remains below the ratios reported by Yoon et al. [39]. One can argue that the spatial

frequencies investigated in this project are not very high: the 3’ gap extends over

three times the acuity limit given by 20/20 by the optometrist. Again, a visual model

is required to fully understand these values.

The experiment was extended for two of the subjects: the AO benefit was mea-

sured for a stimulus twice as big, the gap of the Landolt ring subtending 6’. Results

are given in Figure 5.6. Interestingly, the AO benefit at the highest light level is lower

than that at at the next lower light level. The significance of this observation was con-
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Figure 5.6: Mean AO benefit measured for two subjects for the discrimination of the orientation of a
6’ gap in a ring.

firmed by a t-test for each subject (p = 0.001 and p = 0.011). According to Weber’s

law, neural sensitivity is constant at high light levels; however some authors have

reported a decrease of visual performance with luminance at very high light levels,

especially at low spatial frequencies [137, 4]. At lower light levels, the AO benefit for

this stimulus shows again a decreasing trend as the retinal illuminance is decreased.

5.2.2 AO benefit for a range of pupil sizes and light levels

As was mentioned earlier, the procedure A used for the previous measurements had

several disadvantages. The pseudo-dynamic correction implied repeated exposures

of the subject to the infra-red wavefront sensing light. This light, although dimly

visible, affected visual performance, and could have affected the AO visual benefit

measured. It also reduced the light range where visual performance could be mea-

sured. The procedure B was implemented to solve these issues: the AO correction

was frozen for the whole duration of the visual test, and the stimulus was gener-

ated with luminance increments to enable very high contrast. Preliminary tests were

performed with one subject to compare contrast sensitivity with static correction and

with pseudo-dynamic correction. Table 5.4 gives the contrast sensitivity means and

standard errors of the mean (SEM) at 1000 Td in both conditions, for two different

sessions with three and six pairs of measurements respectively. The results show no

statistical significant difference between the two protocols.

The contrast acuity tests with and without AO correction were performed for three

subjects with procedure B for several pupil sizes, ranging from 3 mm diameter to

6 mm diameter. The neutral density filters were adjusted to set the retinal illuminance
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Table 5.4: Comparison of contrast sensitivity measured with two AO correction pro-
cedures at 1000 Td, with a 6 mm pupil diameter.

Session 1 Session 2
AO correction Mean SEM Mean SEM

static 10.6 1.7 10.0 1.1
pseudo-dynamic 12.0 1.6 9.9 1.0

at 1000 Td, 100 Td, 10 Td, 1 Td and 0.3 Td. Due to the limited range of filters available,

the exact retinal illuminance values differed slightly from one pupil size to the other.

In two cases, the background luminance of the display was modified to correct for

the difference, and the contrast calculations adjusted accordingly. Table 5.5 gives the

relative difference of the set retinal illuminance values with respect to the mean across

pupils for each light level.

Table 5.5: Relative difference to the mean of the retinal illuminance values set at each
pupil size.

1000 Td 100 Td 10 Td 1 Td 0.3 Td
6 mm pupil -0.5% -1.3% 0.5% -10% -8%
5 mm pupil -0.6% -1.4% -7% 8.1% -1.1%
4 mm pupil 0.1% -0.7% 5.5% 8.9% -10.6%
3 mm pupil 1.1% 3.3% 1.0% -7% -1.5%

For each condition (pupil size / light level), the AO benefit was calculated from a

set of five pairs of contrast sensitivities, similarly to the measurement described with

procedure A. The data are reported on Figure 5.7. As expected, the AO benefit in-

creases with pupil size, since the magnitude of HO aberrations increases with pupil

size. Furthermore, the curves generally show a similar trend to that observed on the

previous results: the AO benefit increases with light level. This effect however be-

comes less evident at small pupil sizes. The 3 mm curves, in particular, do not exhibit

this trend but are rather flat. The AO benefit values below 1 for subjects 5 and 6 may

seem to indicate a loss in visual performance after AO correction. One should in fact

read these values along with the wide error bars given to appreciate the variability

on the measurements. A one-tail t-test (criterion of p = 0.05) showed that these values

are in fact not significantly below 1. Furthermore, the reader should recall that the

AO correction is not diffraction-limited. For a 3 mm pupil, the initial HO aberrations

have a very small magnitude, and the AO correction, although it slightly improves

the wavefront error rms, introduces residual aberrations unusual to the subject. To
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Figure 5.7: AO benefit measured as a function of retinal illuminance and pupil size for three subjects.
Error bars represent ± one standard error of the mean.
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a larger extent, subject 6 may exhibit this neural compensation of his own HO aber-

rations, as reported in previous studies [138]: unusual residual aberrations seem to

compete with the benefit gained by the increase of the MTF. The resulting AO benefit

for a 6 mm pupil, is lower than the benefit for the other subjects in similar conditions.

Another subject, who was initially included in the study, showed a decrease in vi-

sual performance after AO correction (an AO benefit of 2/3), although the calculated

MTF was improved. This subject had a very low amount of initial HO aberrations

(less than 0.2 µm), and again, we argue this subject demonstrated neural adaptation

to some extent. It would have been of interest to investigate this effect in different

conditions (pupil size and light level); unfortunately, such experiments were not pos-

sible due to the subject’s limited availability. Neural adaptation may be one factor

to explain the inter-subject variability shown in Figure 5.7, but other factors, such as

differences in frequency-dependent neural sensitivity, scatter and level of HO aberra-

tions correction must be taken into account. Finally, one can also notice on the graphs

that the AO benefit at the highest light level (1000 Td), is consistently slightly smaller

than that at 100 Td, although the difference was not found to be statistically significa-

tive (p = 0.05 t-test). This feature was not observed with procedure A for a 3’ gap.

The light levels, in that case, were not exactly identical, and luminance decrements,

instead of increments, were used to define the stimulus - resulting in a slightly higher

intensity of the stimulus on the retina. This behaviour was also observed for the 6’

gap width procedure A at very high light levels.

5.2.3 Effect of pupil size on functional vision at fixed retinal

illuminance

Another way to analyse the data obtained is to compare the contrast sensitivities at

different pupil sizes for a given light level. Considering the impact of higher-order

aberrations on visual performance, it could be expected that at high light levels and

without AO correction, contrast sensitivity should decrease as the pupil size and

therefore the HO aberrations magnitude, are increased; with diffraction-limited AO

correction on the other hand, contrast sensitivity should increase with pupil size, ac-

cording to the PSF dependence on the pupil diameter. According to our findings,

these trends would become less visible at low light levels. Several factors however

made it difficult to perform this analysis on the data. Firstly, the experimental set

up was such that it was easy to change light level, but more complicated to change

the pupil size, as it required realignment in the system. Therefore, the results pre-

98



Chapter 5. Measured Effects of Higher-Order Aberrations on Functional Vision
in Different Light Regimes

sented were obtained from measurements at a given pupil size with random light

level; when this set of measurements was complete, another pupil size was investi-

gated. The subject’s performance variability from one session to another made the

comparison between pupil diameters difficult and not reliable. Furthermore, the ex-

act light levels, as set with the neutral density filters, slightly differed from one pupil

size to another, as shown on Table 5.5.

Another series of contrast acuity measurements were therefore carried out, with-

out AO correction with one of the subjects. The measurements were performed for a

3 mm pupil and a 6 mm pupil, conditions for which the retinal illuminance values are

close by less than 5% (except for 0.3 Td). The experiment was carried out over several

sessions, with an average of ten measurements for each condition. Because the 3 mm

pupil / 6 mm pupil measurements were carried out separately and not as a pair like

the AO correction / no AO correction measurements, the mean ratio of contrast sensi-

tivities was in that case calculated as the ratio of the mean contrast sensitivities for the

3 mm pupil / 6 mm pupil. The mean contrast sensitivities and mean ratios are given

in Figure 5.8. The relative errors on contrast sensitivities were summed to provide the

C
o
n
tr

a
st

 s
e
n
si

tiv
ity

Retinal illuminance (log Td)

R
a
tio

 o
f 
co

n
tr

a
st

 s
e
n
si

tiv
iti

e
s

Retinal illuminance (log Td)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

-1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5
0.1

1.0

10.0

100.0

-1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5

3 mm pupil

6 mm pupil

(a) (b)

Figure 5.8: (a) Contrast sensitivity measured without AO correction. The error bars represent ± one
standard deviation. (b) Mean ratio of the 3 mm contrast sensitivity by the 6 mm contrast sensitivity. The
error bars represent ± one standard error of the mean.

relative error of the ratio of contrast sensitivities. As expected, the contrast sensitivity

for a 6 mm pupil, uncorrected, is lower than that for a 3 mm, uncorrected, resulting in

a ratio above the value of 1. As we discussed above, we would have expected to see

this ratio increase with the value of retinal illuminance. The errors are larger than the

ones given for the AO benefit, and make it difficult to draw conclusions on the data.

The ratio of contrast sensitivities is smaller at low light levels, but the decrease is not
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significant. A factor that may affect the data is the amount of scatter, which adds up

when the pupil size is increased. This effect would tend to increase the difference be-

tween the 3 mm contrast sensitivity and the 6 mm contrast sensitivity (more affected

by scattering). It may explain why the measured ratio remains above 1 even at low

light levels. One might suggest that scattering has more effect at low light levels than

at high light levels, hence dampening the slope of the decrease of our ratio. This issue

would require further investigation, in particular on scattering effects.

5.2.4 Expected AO benefit in photopic, mesopic and scotopic

regimes

In the aim to quantify the AO benefit that can be gained in normal conditions for

everyday vision, the results presented so far must be related to natural pupil size.

This study did not involve the use of natural pupils for a number of technical rea-

sons. Firstly, the relatively small size of the field of view used for the psychophysical

tests would not have produced steady-state pupil sizes typical of the corresponding

ambient light. Furthermore, natural fluctuations in pupil size would have made the

AO correction more difficult, as well as the control on retinal illuminance. The use

of fixed pupil sizes produced optically were therefore preferred, since this made pos-

sible the generation of constant retinal illuminance levels and also facilitated the AO

correction. Data on mean pupil size as a function of light level are available from other

studies; in particular, de Groot et al. [139] compiled several studies and provided a

best fit to the whole pupil diameter versus ambient luminance data, represented as

log d = 0.8558 − 0.000401 × (log B + 8.1)3 (5.10)

where d is the pupil diameter in millimeters and B is the luminance in millilamberts.

B can be related to retinal the illuminance Er

B =
Er

2.5 d2
. (5.11)

Using these two relations, the expected mean pupil size could be calculated for each of

the light levels employed in procedure B, after taking into account the Stiles-Crawford

effect for the two highest light levels. These calculations are shown in Table 5.6;

for clarity we also give the corresponding luminance values and light regimes (the

mesopic range extends between 0.034 cd m−2 and 3.4 cd m−2 1). It is important to

1These values are given by the Illumination Engineering Society of North America.
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Table 5.6: Typical pupil size and luminance at each light level

Scotopic regime Mesopic regime Photopic regime
Log Retinal illuminance (Td) -0.5 0 1 2 3

Pupil diameter (mm) 6.1 5.8 5.0 4.0 3.0
Luminance (cd m−2) 0.010 0.038 0.51 8.0 140

emphasise that these data reflect only mean pupil diameters and that the effect of

light level on pupil size is highly subject-dependant.

Figure 5.9 shows the expected AO benefit under natural viewing conditions as a

function of light level, based on the mean natural pupil size at each retinal illumi-

nance. Values for subject 6 are not shown in the figure since insufficient measure-

0

0.5

1

1.5

2

2.5

-1 0 1 2 3 4

Log retinal illuminance (Td)

A
O

 b
e

n
e

fit

Subject 5

Subject 7

photopicmesopicscotopic

Figure 5.9: Expected AO benefit for two subjects in the photopic, mesopic and scotopic range. The
values are taken from Figure 5.7 and fitted to mean natural pupil diameter.

ments were obtained. From Figure 5.7, it can already be seen that the AO benefit

for this subject remains limited. Ambient light conditions can be divided in three

regimes. In the photopic regime, pupils are small (3-4 mm diameter) and do not intro-

duce large aberrations; no significant improvement in visual performance is therefore

expected in this range from AO correction. In the mesopic range, pupils get bigger

and exhibit increased wavefront aberrations; however the effect of optical degrada-

tion introduced is moderated by the reduction in neural contrast sensitivity. In the

scotopic range, the neural sensitivity reduces rapidly and this largely overrides the

loss of image quality through increased aberrations. For subjects 5 and 7, the AO ben-

efit does not exceed 1.4 over the whole range of ambient illumination investigated.
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5.3 Conclusions

This study reports new results on the effects of higher-order aberrations on visual per-

formance as a function of light level. The study employed measurements of contrast

acuity as a function of light level with and without AO correction of higher-order

aberrations. The contrast acuity test used was selected to reflect minimal require-

ments associated with normal occupational visual tasks. The purpose of the study

was to predict how the optical image degradation caused by HO aberrations in the

optics of the eye affects everyday functional visual performance under normal vari-

ation in ambient illumination. In spite of the intra-subject variability, mainly due to

their performance variability, and the inter-subject variability, due to differences in

HO aberrations, scatter, neural sensitivity, and maybe neural adaptation, we were

able to show a significant dependence of the AO benefit on the retinal illuminance.

The results suggest that beyond the drop in MTF with increased pupil, other parame-

ters also play an important part in determining the effect of HO aberrations on vision.

The true benefit gained by correction of higher-order aberrations depends strongly on

the spatial resolving power of the retina which in turn depends on the level of ambient

illumination. The typical, overall benefit that can be expected from absent or reduced

HO aberrations under normal variations in ambient illumination is therefore limited,

either by the reduction of the pupil size at high light level, or the drop of neural sen-

sitivity at low light levels. The data obtained in this study for three young subjects do

not exceed 0.15 log unit AO benefit. These findings suggest that, not unexpectedly,

the components of the eye are well balanced to optimise vision both at high as well

as low light levels. With decreasing illuminance, an increased pupil size allows more

light to reach the photoreceptors and this increases the signal-to-noise ratio, while the

degraded image quality tends to match the limitations set by the neural mechanisms.

The results reported are of interest in the context of higher-order aberrations for

ophthalmic correction, through wavefront guided surgery, intra-ocular lenses or con-

tact lenses. Assuming perfect manufacturing and/or laser ablation, these techniques

may not offer as much as might have been expected for everyday functional vision.

There are also additional complications. The wavefront correction is very sensitive to

alignment. The measurements obtained in this study involved the use of a bite bar

to fixate the head of the subjects. As was described earlier, small movements of the

subject’s head were critical, and so would be any unwanted displacement or tilt of

a customized contact lens placed on the cornea. However, the subjects involved in

this study were young and their aberrations may not therefore be typical of the larger

aberrations expected in older subjects or in unusual patients with much increased
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higher-order aberrations, such as patients with keratoconus. The extent to which cor-

rections of larger HO aberrations can improve vision in normal, older subjects, and

how increased aberrations may be balanced by the known decrease in pupil size with

age remain to be investigated.

The results given in this study were obtained for a specific test. Although they

can intuitively be explained by the effect of light level on neural contrast sensitivity,

it would be of interest to provide a model simulating these results, model that could

be applied to other visual tests. The next chapter gives an attempt of a model of the

effects of higher-order aberrations on vision as a function of light level.
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Chapter 6

Model of the Observer Visual

Performance: Optical and

Neural Combined Effects

In the previous chapter, we studied the effect of higher-order (HO) aberrations on

functional visual performance as a function of light level. Visual performance was

measured as the contrast sensitivity in discriminating the orientation of a 15 minutes

of arc Landolt C (the orientation being given by the position of the 3 arc minutes gap),

using a four-alternative forced-choice method. We measured the ratio of the contrast

sensitivity with adaptive optics (AO) correction of HO aberrations to that without

correction of HO aberrations, namely the AO benefit. We showed that the AO benefit

for this particular visual task decreases as light level is decreased, for a constant pupil

size. This chapter presents a first attempt to derive a model-observer giving plausible

explanations for these results.

In the last fifty years, vision models have been developed mainly focussed on

grating detection tasks or letter identification. Some of these models include the

contrast sensitivity function (CSF); however usually no separation is made between

the optical transfer function and the neural transfer function, and the overall CSF

used is a generic function representing photopic conditions. The recent advances in
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aberrometry have enabled calculations on the impact of HO aberrations on image

quality [37], effectively through a simple modulation transfer function (MTF) calcu-

lation. Nestares et al. performed simulations of Snellen visual acuity with a Bayesian

model-observer which included individual data of MTF and neural transfer function

(NTF) [140]. The work presented here follows a similar approach, although the visual

task is different, and different NTFs representing different light regimes are used. An-

other particularity is that the model-observer performance is not computed through

statistical absolute threshold calculations, but with the use of simple figures of merit.

The relative performance in the presence and absence of HO aberrations is compared

to the AO benefit that was experimentally measured.

6.1 Derivation of the model-observer performance

We develop a model observer for a classification task, which includes several stages

starting with the optical and neural filtering of the image seen by the observer, yield-

ing a data vector. This data vector is in turn used to produce a test statistic based on

which the observer makes a decision. The different stages are described, and figures

of merit for a binary and multi-class classification tasks are derived in the case of a an

ideal observer.

Spatial frequency analysis of visual processes

We have seen in Chapter 1 that the retinal image quality has been described through

Fourier analysis since the first half of the 20th century, and that the concept of neural

sensitivity appeared shortly after. The visual linear system analysis was further in-

vestigated by Campbell and Robson who suggested in 1968 that the visual system

contains a group of independent, quasi-linear bandpass filters, more narrowly tuned

for spatial frequency than the overall neural sensitivity. These channels can be related

to the receptive fields of the ganglion cells. The neural sensitivity is of particular inter-

est for us, since we wish to investigate the changes in visual performance in different

light levels, implying different neural sensitivities. We present here an analysis of

the visual processes generating a vector of data s from the input object seen by the

subject, based on Fourier analysis.

As we have seen in Chapter 1, in incoherent illumination, an optical system is

linear in intensity, and the intensity of the image equals that of the object convolved

with the intensity point spread function (PSF). The last statement is valid only for a
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stationary (or isoplanatic) system, for which the optical degradation is independent

of field angle. In our case, the stimulus subtends 15 arc minutes; this is commonly

accepted to be within the eye’s isoplanatic patch. Under this assumption, we can use

Fourier transforms, and express the retinal image, after filtering of the eye’s optics, as

Ĩretinal(u,υ) = Ĩobj(u,υ) × P̃SF(u,υ) (6.1)

where Ĩobj and Ĩretinal are the Fourier transforms of the object and retinal image inten-

sities respectively, and P̃SF is the Fourier transform of the PSF, generally called the

optical transfer function or OTF.

Similarly, the neural sensitivity can be modeled as another filter applied to the

retinal image. We investigated for this work two approaches: an overall filter applied

to the eye, the NTF, or a set of filters representing the channels mentioned above. The

use of a set of independent channel signals in detection tasks has been experimentally

confirmed [141] and a channelised model-observer has shown good agreement with

human-observer performance in many different situations [142]. The channels and

overall NTF used in this project will be described in the next section. In the case of

the overall NTF, the final image can be expressed in the Fourier domain as

Ĩneural(u,υ) = Ĩobj(u,υ) × OTF(u,υ) × NTF(u,υ) (6.2)

while with a set of N channels, the Fourier transform of the retinal image is integrated

over each channel independently to give a set of channel outputs sj, j=1...N

sj =
∫

u,υ
Ĩobj(u,υ) × OTF(u,υ) × Cj(u,υ) (6.3)

where Cj is the jth channel profile in the Fourier domain.

Two forms of the data are thus derived: the neural image in the frequency domain

or the outputs of the channels. Expressing the output data as a real vector, it can be

summarised as

s =

{
HNTF HOTF õ

Ct HOTF õ
(6.4)

where õ is the Fourier transform of the object intensity expressed as a vector, and

HOTF and HNTF are two diagonal matrices built from the elements of the OTF and the

NTF respectively.
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Binary decision model

The processes described above are corrupted by noise, which yields us to use the

theory of signal detection, as first proposed by Tanner and Swets in 1954. The theory

of signal detection was developed based on the concept of noise; it states that the

observer makes a decision from the observation of data polluted by noise. Due to the

randomness of the input, the process is described statistically.

Let us consider here a classification task, such as that used in our experiments. We

will further limit ourselves to the binary problem, i. e. the classification between two

classes. The whole process is represented by the flow chart of Figure 6.1. The data

Observation+
Object

Noise

n

f
Decision

Data

g

test statistic

t

Class assigned
Visual processes

Figure 6.1: Flow chart representing the classification task performed by the observer.

observed is denoted g

g = Γo1 + n = s1 + n under hypothesis H1

g = Γo2 + n = s2 + n under hypothesis H2

(6.5)

where hypothesis H1 or H2 denotes that the object f1 or f2 respectively is present at

the input, s1 is a vector resulting from the imaging process and n is the noise in the

process described in the previous paragraph. We will describe here the observation

and decision stages. The decision is made with a simple scalar t, which we will refer

to as the test statistic. This test statistic is obtained with the discriminant function

applied on the data: this is the observation. The observer assigns a given data set to

a particular decision class by comparing t to a decision threshold or cutoff tc. When

t < tc, class H1 is chosen, we denote this decision as D1; when t ≥ tc, class H2 is chosen,

this decision is D2. Because of the noise, the decisions in the process cannot always be

correct. For a two-alternative forced-choice (2AFC) task, four outcomes are possible,

as shown on Table 6.1.
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Table 6.1: Decision outcomes for a binary classification task.

Outcome Hypothesis Decision

True Positive (TP) / Hit H2 D2

False Positive (FP) / False alarm H1 D2

False Negative (FN) / Miss H2 D1

True Negative (TN) / Correct rejection H1 D1

Decision outcome fractions can be defined in terms of probabilities

TPF = Pr(D2|H2)

FPF = Pr(D2|H1)

FNF = Pr(D1|H2) = 1 − TPF

TNF = Pr(D1|H1) = 1 − FPF.

(6.6)

These fractions can be used to construct the receiver operating characteristic (ROC)

curve, which shows the relation between the TPF and the FPF. The ROC curve is

very useful because it summarizes the difficulty of the task, the performance of the

observer strategy, and the quality of the data. Also useful is the area A under the

ROC curve, namely the AUC defined as

A =
∫ 1

0
d(FPF) TPF(FPF). (6.7)

The ability of the observer to perform the task is dependent on the object, the vi-

sual processes, the noise, the observation and the decision strategy. We will assume

that the observation and the decision strategy are independent of the conditions of the

experiment (light level / correction of higher-order aberrations), and that the nature

of the noise is also a constant, its level being probably dependant on the light level

but not on the correction of higher-order aberrations. We wish here to compare con-

trast sensitivities, therefore to give an estimate of the observer performance. Several

figures of merit can be used; we choose to work with the signal-to-noise ratio of the

test statistic

SNRt =
〈t1〉 − 〈t2〉√
1
2 (σ1

2 + σ2
2)

(6.8)

where the brackets 〈〉 refer to the statistical mean. We will see later how we can relate

SNRt to the visual performance experimentally measured.

If the test statistic is normally distributed under both hypothesis, the SNRt can

be related to the probability of a correct decision in a two-alternative forced-choice
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method Pc. Indeed, it can be shown [142] that Pc corresponds to the definition of A
as defined earlier. Furthermore, in case of normally distributed test statistics, we can

write

A =
1

2
+

1

2
erf

(
SNRt

2

)
(6.9)

where erf is the error function defined as

erf(z) =
2√
π

∫ z

0
dy exp(−y2). (6.10)

Therefore, a known percentage correct for a 2AFC corresponds to a defined SNRt. In

that case, it is of common use to refer to SNRt as the detectability d’.

Performance of an ideal observer with Gaussian statistics

Different observer strategies are possible to perform a binary classification task. The

ideal observer, i.e. an observer that maximizes A, is an observer that performs a

likelihood-ratio test properly [142], written in the form

Choose H2 if Λ(g) =
pr(g|H2)

pr(g|H1)
> Λc (6.11)

where Λ is the likelihood ratio and Λc is the decision threshold. A Bayesian observer

or an observer that follows the maximum-likelihood criterion is an ideal observer.

The likelihood-ratio test requires to have to the information necessary to formulate

pr(g|Hj).

We will make here an important assumption, which is that the signal g to clas-

sify is nonrandom and corrupted by additive Gaussian noise. This is the so-called

SKE/BKE (signal-known-exactly/background-known-exactly) problem. We further

assume that the noise n is zero-mean, independent and identical Gaussian, whether

g represents a vector of the neural image in the spatial domain, in the frequency do-

main, or a vector of the channels outputs. The noise itself can have several sources

(light-dependent noise, neural noise, fluctuations in the decision criterion...). Several

studies have shown that human performance is well predicted by an ideal observer

in uncorrelated Gaussian noise, the human observer SNR being scaled down by a fac-

tor (denoted efficiency) from the ideal observer SNR [142]. Under these assumptions,

we can formulate the conditional probability density function of the vector g as the
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product of the densities of its components

pr(g|Hj) =

(
1

2πσ2

)M/2 M

∏
m=1

exp

(
− (gm − sjm)2

2σ2

)
(6.12)

where M is the dimension of the data g and σ2 is the variance of the noise on each

component of g. The likelihood ratio becomes

Λ(g) =
M

∏
m=1

exp

[
(s2m − s1m)gm

σ2
− s2

2m − s2
1m

2σ2

]
. (6.13)

The ideal decision rule is to evaluate this expression and compare it to a threshold

Λc. An equivalent test can be obtained using ln Λ(g): since the logarithm function is

monotonic the decision outcome will be unchanged. The test statistic is now formu-

lated as

lnΛ(g) =
M

∑
m=1

[
(s2m − s1m)gm

σ2
− s2

2m − s2
1m

2σ2

]
. (6.14)

Keeping only the hypothesis-dependent terms (the other terms can be combined into

the decision threshold) yields

λ(g) =
M

∑
m=1

(s2m − s1m)gm ≷
D2

D1
λ′

c (6.15)

with λ′
c the new decision threshold. The last expression of λ(g) can be written using

vector notation as

λ(g) = ∆stg. (6.16)

This expression gives the well-known “matched-filter” discriminator in which the

expected signal is used as a filter that is correlated with the data.

The resulting decision variable is a linear transformation of the Gaussian data, it

is therefore a Gaussian variable as well. The SNR of the test statistic λ(g) can thus

be used as a figure of merit, since it is related to the AUC. Referring to Equation 6.8,

we need to evaluate the mean and variance of λ(g) under each hypothesis. The mean

under jth hypothesis is easily computed as

〈λ(g)|Hj 〉 = ∆stsj. (6.17)

110



Chapter 6. Model of the Observer Visual Performance: Optical and Neural Combined Effects

The variance can be expressed as

σ2
λ,j =

〈
[λ(g) −

〈
λ(g) |Hj

〉
]2 |Hj

〉

=
〈

λ2(g) |Hj

〉
−
〈
λ(g) |Hj

〉2

=
〈

∆stggt∆s |Hj

〉
− ∆stsj st

j∆s

= ∆st
〈
(sj + n)(sj + n)t

〉
∆s − ∆st sj st

j ∆s

= ∆stKn ∆s.

(6.18)

Kn is the covariance of the noise < nnt
>, which can can be written as Kn = σ2 I with

I the identity matrix.

After simplification between the numerator and denominator, the squared SNRλ

takes the simple form

SNR2
λ =

∆st∆s

σ2
=

||∆s||2
σ2

. (6.19)

Extension of the model to a L-alternative classification task

We have so far simplified the problem to a 2AFC task. The L-alternative classification

task is not as straightforward. Using our previous definitions, the ideal observer is de-

fined as that who chooses the hypothesis Hl associated with the greatest likelihood of

the data pr(g|Hl) [142]. The ROC curve is in that case a (L2 − l − 1)-parameter hyper-

surface in an (L2 − 1)-dimensional probability space. The percentage-correct, numer-

ically derived or experimentally measured, is often chosen as the figure of merit for a

L-alternative classification task. The analysis based on the ROC is more complicated

and the relation between the AUC and the percentage-correct not obvious.

We formulate here a measure of class separability

S =
1

σ2

1

L

L

∑
l=1

||sl − s̄||2. (6.20)

This expression is equivalent to the Hotelling trace J derived by Barrett et al. [142] for

a SKE/BKE problem with zero-mean independent, identical Gaussian noise. Indeed

J = tr[S−1
2 S1] (6.21)

with tr denoting the matrix trace and S1 and S2 the interclass and intraclass scatter
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matrices defined as

S1 =
1

L

L

∑
l=1

(ḡl − ḡ)(ḡl − ḡ)t

S2 =
1

L

L

∑
l=1

〈
(g − ḡ)(g − ḡ)t|Hl

〉
(6.22)

with ḡl = 〈g|Hl〉 and ḡ = 1
L ∑

L
l=1 ḡl.

In our case, S2 = Kn and ḡl = sl , thus

J =
1

σ2
tr[S1] =

1

σ2

1

L

L

∑
l=1

tr[(s̄l − s̄)(s̄l − s̄)t] = S. (6.23)

Relation between the figures of merit and the AO benefit

The two formulae derived above greatly simplify the calculations of the observer per-

formance. Furthermore, as we have seen, the SNRλ for normal data can be related to

the percentage of correctness of a 2AFC task. In our experiments, we measured the

contrast of the stimulus required to have a defined percentage of correctness. This

contrast threshold cT is therefore associated with a detectability dT
′. The contrast was

defined as c = ∆L
Lb

with Lb the background luminance and ∆L the luminance difference

between the Landolt C and the background. ∆s is proportional to ∆L, which in turn

is proportional to the contrast for a fixed background as we had it. Denoting SNR0

the SNR calculated for a contrast of 100%, we can write

dT
′ 2 = SNR2

0 × c2
T. (6.24)

The SNR for 100% contrast is proportional to the inverse of the measured contrast

threshold or proportional to the contrast sensitivity of a 2AFC task. In the exper-

iments described in the previous chapter, we measured the AO benefit, that is the

ratio of the contrast sensitivity with adaptive optics correction to that without correc-

tion of ocular higher-order aberrations. Therefore, more than the absolute values of

the model-observer performance figure of merits, the ratio of the figures of merit is of

interest for us

RSNR0
=

(
dT

′

cT

)
correctedcase(

dT
′

cT

)
aberratedcase

. (6.25)
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Since the same percentage of correctness was used for the contrast sensitivity measure

in both case, dT
′ is identical in both cases. The ratio RSNR0

should be equivalent to

the ratio of the 2AFC contrast sensitivities measured in both case.

We have derived two simple expressions for the measure of the performance of the

ideal observer in a 2AFC and a L-AFC tasks. We have shown that the figure of merit

of the 2AFC, the SNR, can be directly related to the measured contrast sensitivity for

that same task. The experimental study was based on a 4AFC method. Therefore, we

performed calculations with the RSNR0
for a 2AFC task where the observer has to

discriminate between two orthogonal directions of the ring; and we also performed

calculations with a similarly defined ratio RS0
for the 4AFC task where the four pos-

sible orientations of the ring are taken into account. We used these figures of merit

to quantify the model-observer performance for the discrimination of the gap of the

Landolt ring and compare with the human-observer data. The next section gives the

details of the implementation of the calculation and the comparison of the numerical

results with the experimental measurements.

6.2 Numerical simulations

Calculation of the data vector

The simulations were implemented in Matlab. The computation of the the OTF was

performed from measured wavefront aberrations. Recalling Equation 1.14, the OTF

is the Fourier transform of the point spread function PSF

OTF(u,υ) = FT{PSF(x,y)}

=
∫ +∞

−∞

∫ +∞

−∞

|h(x,y)|2∫ +∞

−∞

∫ +∞

−∞
|h(x,y)|2dxdy

exp
[
− 2πi

λ f (xu + yυ)
]

dxdy
(6.26)

with f the distance from the pupil plane to the image, that we took to be the nodal

distance, f = 16.7 mm, and λ the wavelength which was set to be similar to that used

in the psychophysical experiments, λ = 550 nm. h(x,y) is the Fourier transform of the

pupil function P(ξ,η)

h(x,y) =
∫ +∞

−∞

∫ +∞

−∞
P(ξ,η)exp

[
−2πi

λ f
(xξ + yη)

]
dξdη. (6.27)
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where the pupil function is defined as

P(ξ,η) =

{
exp

[
2πi
λ W(ξ,η)

]
for (ξ,η) in the aperture

0 elsewhere.
(6.28)

W(ξ,η) is the wave aberration function, which was reconstructed from the Shack-

Hartmann wavefront measurements as described in Chapter 4. The pupil function

computation was done with a reconstruction over 35 Zernike polynomials, and a

grid of 256×256 pixels. Fast Fourier Transforms were used, with a padding over

1024×1024 pixels. Figure 6.2 shows the MTF, magnitude of the OTF, calculated from

the measured aberrations of subject 5 in the experimental study, before and after cor-

rection by the AO system. The plot gives the radially averaged profiles of the 2D MTF.
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Figure 6.2: Radial profiles of the MTF calculated from the wavefront error measurements of subject 8
over a 6 mm pupil.

The neural filtering was also performed in the Fourier domain. For the channels,

we chose to work with difference-of-Gaussians (DOG) functions as they are one of

several bandpass profiles that have been used to model spatial-frequency selectivity

in the human visual system [143]. We used the radial-frequency profile expressed for

the jth frequency peak by Abbey et al. [144] as

Cj(ρ) = exp

[
−1

2

(
ρ

Qσj

)2
]
− exp

[
−1

2

(
ρ

σj

)2
]

(6.29)
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with Q the bandwidth of the channel (we set it to 1.2), and the standard deviation

σj = σ0 × 2j setting the frequency peak. We chose σ0 such that the peak frequencies

of the channels are 2, 4, 8, 16 and 32 cpd. The NTF was constructed as the sum of

the channels weighted to fit approximately the overall NTF to experimental neural

sensitivity curves in different light regimes taken from the literature [44]. Figure 6.3

shows the channels and the overall neural sensitivity radial profiles constructed from

chosen parameters to represent the photopic and scotopic regime. We wish to empha-
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Figure 6.3: Radial profiles of DOG channels and overall NTF curves in the (a) photopic and (b) sco-
topic regime.

size that this weighting is arbitrary and that the channels, scaling factors, and overall

NTF curves constructed are only a very crude approximation to known curves and

processes. The important features that can be noticed on the figure are the reduc-

tion and the shift towards lower spatial frequencies of the neural sensitivity from the

photopic to the scotopic light level. Orientation tuning of the channels are also of

importance regarding the orientation discrimination task. These can be obtained if

adding separately a factor cos(kθ)k=1...K and sin(kθ)k=1...K to the channel expression of

Equation 6.29. The number K defines the number of orientations chosen. Calculations

were performed with K = 1 (2 orientations) and K = 2 (4 orientations).

An insight of the problem can be gained with the stimulus spectrum amplitude af-

ter filtering by the OTF and NTF. As a first crude calculation, the difference between

the spectrum amplitude in the direction of the gap and the spectrum amplitude in the

direction perpendicular to the gap gives an indication on the separability of the two
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orthogonal orientations. These calculations were performed for a Landolt C subtend-

ing 15 minutes of arc (i.e. with a gap of 3 minutes of arc). Figure 6.4 shows the cal-

culated amplitude difference of spectrum (ADS) for a Landolt C degraded by ocular

aberrations similar to those used in the MTF calculations above, and a for Landolt C

corrected (similar wavefront error residual as used above). The computation was per-
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Figure 6.4: Absolute difference between the spectrum magnitude in the direction of the gap and the
spectrum magnitude in the orthogonal direction, in the (a) photopic and (b) scotopic regime, for an
aberrated Landolt C and a corrected Landolt C.

formed in the photopic and scotopic regimes, using the NTF illustrated in Figure 6.3.

The Landolt C spectrum has already been investigated, in particular in relation to

foveal crowding. It was found that the peak of the ADS, without optical or neural fil-

tering, is located at about 1.15-1.3 cycles per letter (cpl) [145]. This value, translating

in cycles per degree for our stimulus to 4.6-5.2 cpd, approximately corresponds to the

peak of the ADS observed for a corrected Landolt C in the photopic regime. Other au-

thors used filtered stimuli to measure the most pertinent object frequency (i.e. the fil-

ter frequency providing the best observer performance) for larger Landolt rings, and

found values close to 2 cpl for a stimulus of 0.6 degrees [135] and 0.5 degrees [136].

These values correspond to 3.33 cpd and 3.8 cpd respectively. Therefore, it seems that

although the most pertinent relative letter spatial frequency (in cpl) increases with

the size of the letter, the absolute most pertinent spatial frequency (in cpd) remains

approximately stable. This fact, also observed for general letter identification [146], is

consistent with the optical and neural filtering, considering the peak of the CSF com-

monly measured at about 4-8 cpd. Such relation between the spatial-frequency char-

acteristics of letter identification and the CSF was demonstrated by Chung et al. [147]

who compared experiments with band-pass filtered letters and model performance

simulations based on the observer’s measured CSF at different eccentricities. As the

NTF drops in the scotopic regime, the peak frequency in the corrected stimulus ADS
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of Figure 6.4 shifts towards lower frequencies. One can note that the ADS peak fre-

quency for the aberrated Landolt ring is dramatically different. It might have been

interesting to investigate this point further with experimental measurements of vi-

sual performance while using filtered stimuli. The analysis through the ADS peak

frequency remains however limited, since the observer probably uses more informa-

tion to perform the task. As we are interested in the AO benefit in different light

regimes, one can look at the difference between the corrected and aberrated absolute

ADS in the photopic and scotopic regimes, as illustrated on the figure. It can be noted

that even in the photopic condition, the ADS is mainly concentrated below 10 cpd

which is not a very high spatial frequency. This is the combination of the stimulus

spectrum and the neural attenuation. This observation can already explain why the

measured AO benefit in Chapter 5 remained limited to a value of about 2 at the high-

est level. The comparison between the difference of corrected ADS and the aberrated

ADS in the photopic and in the scotopic regime is not easy and again, the two radial

sections plotted probably do not reflect all the information used by the observer.

Simulated AO benefit in the photopic and scotopic regimes

As illustrated by Equations 6.19 and 6.20, the signal-to-noise ratio SNR and the sepa-

rability measure S take simple forms for the ideal observer. When taking the relative

ratio of the figures of merit in the corrected and aberrated cases, the calculation fur-

ther simplifies if we assume identical noise for the corrected/non-corrected case

RSNR0
=

||∆s||2correctedcase

||∆s||2aberratedcase

RS0
=

∑
L
l=1 ||sl − s̄||2correctedcase

∑
L
l=1 ||sl − s̄||2aberratedcase

. (6.30)

The Euclidian difference can be easily calculated from the data vector s. As we men-

tioned earlier, several approaches were investigated for the derivation of the final real

data vector that would be used to produce a test statistic by the observer. These in-

cluded the magnitude of the Fourier transform of the retinal image, the retinal image

and the channel outputs, as summarised in Equation 6.4. The task set in the experi-

mental study was to discriminate the orientation of the gap of a Landolt ring between

four possibilities. It must be pointed out here that the analysis given above based on

the ADS can be applied to the discrimination between two orthogonal orientations

of the gap, but not to the discrimination between two opposite orientations, as these

would translate into same magnitude and opposite phase. Therefore, we followed
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the approach taken by Anderson and Thibos [148] when dealing with the Fourier

image data vector (first expression given in Eq. 6.4): we kept the magnitude as well

as the phase of each data vector s before computing the Euclidian magnitude differ-

ence || |∆s| ||2. It can be noted that according to Parseval’s theorem, the result of this

Euclidian difference should be the same whether we express the data vector in the

Fourier domain as we do, or in the spatial domain, FT−1{s}. When using orientated

channels, however, it was found that such filters would give results inconsistent with

experimental results if applied to a 4AFC task. A further investigation would proba-

bly be needed for the issue of the Fourier domain analysis for such a task, where the

observer has to discriminate between different orientations and different phases.

We computed the numerical AO benefit for a 2AFC task (RSNR0
) using the two

different data vector forms, and the numerical AO benefit for a 4AFC task (RS0
) using

the overall filter only. The first two tables below show the results obtained with the

measured aberrations of subject 5 and the photopic and scotopic neural filtering as de-

tailed previously. The terms “Channelised 1” and “Channelised 2” refer to the models

Table 6.2: AO benefit computed from the model-observer performance in different
light regimes, based on aberrometry data of subject 5, and a 2AFC model.

Light regime 2AFC model AO benefit
Channelised 1 Channelised 2 Fourier image

photopic 2.18 1.83 1.73
scotopic 1.77 1.50 1.32

Table 6.3: AO benefit computed from the model-observer performance in different
light regimes, based on aberrometry data of subject 5 and a 4AFC model.

Light regime Fourier image 4AFC model AO benefit
photopic 1.75
scotopic 1.34

using channels filtering with 2 and 4 orientations respectively; the term “Fourier im-

age” refers to the model producing a data vector from an overall filtered Fourier im-

age. The results show good consistency amongst the different models. In particular,

it is not surprising that the higher the number of orientations chosen for the chan-

nelised model, the closer the results are to those given by the “Fourier image”model

which by definition includes all orientations information. It can be analysed in the

following: while for the corrected case, most of the stimulus information is concen-

trated in a few orientations (in particular the direction of the gap), for the aberrated
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case, the stimulus information is spread over more orientations, therefore the model

benefits from a higher number of channels. The values also confirm the association

made between the 2AFC performance and the 4AFC performance in the orientation

discrimination task of a Landolt C, although more work would be needed to derive a

full channelised 4AFC model. A striking feature is that all models show a decrease of

the AO benefit in the scotopic range as compared to the photopic range.

These results can be compared to the data experimentally obtained with subject 5

with a 4AFC procedure, as presented in Chapter 5. They are summurised in the table

below. The quantitative comparison between the model-observer and the human-

Table 6.4: AO benefit measured with subject 5 for the Landolt C contrast sensitivity
in different light regimes. The means and standard errors of the mean are given.

Light regime Light level (Td) 4AFC measured AO benefit
photopic 1000 1.63 ± 0.08
photopic 100 1.69 ± 0.08
mesopic 10 1.54 ± 0.20
mesopic 1 1.15 ± 0.14
scotopic 0.3 1.06 ± 0.14

observer AO benefit is difficult, due to the approximations made in the model. In

particular, the neural filtering was very crudely modeled based on data found in the

literature. The given photopic and scotopic regimes of the model calculations can by

no means be assigned to particular light levels, such as those tested in the experimen-

tal study. Another factor that can affect the quantitative results, beyond the accuracy

in the aberrations measurement, is the Stiles-Crawford effect and its impact on image

quality that we mentioned in Chapter 1. The Stiles-Crawford effect can be modeled as

an apodisation in the pupil plane, effectively by using a Gaussian weighting function

in the pupil function. Since no individual data was available, preliminary calcula-

tions were performed with a generic function found in the literature [28], similar to

that used in Chapter 5. They showed a slightly smaller simulated AO benefit when

the Stiles-Crawford effect was taken into account, as compared to the case when it was

not taken into account. Again, the actual values are not of much significance, since

the impact on image quality is dependent on the position of the Stiles-Crawford peak,

which is highly subject-dependent. A more thorough investigation would require the

measurement of the individual Stiles-Crawford effect of subject 5 before including it

in the calculations. In spite of all these approximations, one can note that the numer-

ical model-observer AO benefit at the highest light level is for all cases quite close to

the maximum AO benefit measured for subject 5. It confirms the observation made
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on Figure 6.4 that the ADS even in the photopic regime is concentrated in spatial fre-

quencies below 10 cpd. Calculations without neural filtering led to a model-observer

AO benefit of 1.88 with a “Fourier image” model; therefore the stimulus spectrum

itself limits the gain expected with AO correction.

The numerical simulations confirmed what was observed with the experimental

measurements, which is that the effect of higher-order ocular aberrations on visual

performance decreases as the neural sensitivity drops, that is when light level is de-

creased. These results are explained by the fact that the neural sensitivity limits the

spatial frequency range of the stimulus spectrum that is used for the visual task. The

resulting stimulus spatial frequency characteristics are dependent on the optical as

well as the neural filtering of the eye. As the light level is decreased, the neural sen-

sitivity drops and shifts towards lower spatial frequencies, where the impact of the

higher-order aberrations on the stimulus spectrum are lower, as shown on Figure 6.2.

This interpretation is valid for a large spectrum stimulus, however it does not hold

for a stimulus comprising a single spatial frequency.

Comparison with a narrow spectrum stimulus

Visual stimuli, since they are spatially limited, cannot by definition be represented by

a single spatial frequency. However, gratings, or Gabor stimuli which are often used

for contrast sensitivity measurements, contain a narrow spatial frequency spectrum

quite different to the spectrum of the Landolt C that we have considered so far.

We therefore performed simulations with a Gabor stimulus, as defined in Sec-

tion 4.2: a 10 cpd cosine function weighted by a Gaussian envelope of a 0.5 degrees

standard deviation. We computed the 2AFC discrimination task AO benefit with our

ideal-observer. The OTF was again calculated based on aberrations measurements of

subject 5. As expected, such a narrow spectrum stimulus shows very small decrease

Table 6.5: AO benefit computed from the model-observer performance in different
light regimes, based on aberrometry data of subject 5 and a 2AFC grating discrimina-
tion model.

Light regime 2AFC model AO benefit
Channelised 1 Channelised 2 Fourier image

photopic 2.98 2.46 2.85
scotopic 2.96 2.44 2.82

of the AO benefit when the light level is decreased. Contrary to the previous calcula-
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tions, the AO benefit calculated with the overall NTF filtering is not lower than that

calculated with the channels. This observation may have an explanation in the fact

that the channels were centered at 2, 4, 8, 16 and 32 cpd, therefore not optimised for

the 10 cpd stimulus. The loss in contrast sensitivity at this particular frequency, due

to the optical aberrations, would have therefore been underestimated.

Further experiments were carried out with subject 5 to compare with the simula-

tions for this particular stimulus. Measurements were performed in a smaller range

of retinal illuminance levels, since as we have explained it in Chapter 4, the gratings

could only be generated with sufficient resolution with the monitor, which had a lim-

ited maximum luminance. Surprisingly, the experimental results show a decrease of

Table 6.6: AO benefit measured with subject 5 for a 10 cpd grating contrast sensitivity
at different light levels. The means and standard errors of the mean are given.

Light regime Light level (Td) 2AFC measured AO benefit
photopic/mesopic 50 2.98 ± 0.61

mesopic 15 2.54 ± 0.54
mesopic 5 2.07 ± 0.26

the AO benefit as the light level is decreased. The disagreement between the experi-

mental measurements and the model rises questions about the validity of the model.

We may argue that the experimental results were only obtained for one subject, and

that more subjects should be tested within a broader range of light levels before any

conclusion can be drawn. In particular, the standard errors of the mean are higher for

this visual task than for the Landolt C orientation discrimination task, although the

number of measurements was the same (5 at each light level). We also wish to em-

phasize again that the numerical approximations in our model yield an uncertainty

difficult to estimate. However, we must also consider that the model may not en-

compass all or not well enough the mechanisms used by the human observer for the

tasks considered. A suggestion could be to consider a non-linear model, with a form

of threshold imposed on the data vector. Further investigations would be required to

fully understand these results.

6.3 Preliminary conclusions

We derived an ideal-observer model and the associated figures of merit for the

2AFC and 4AFC classification tasks. Numerical calculations of the AO benefit based
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on the figures of merit confirmed the interpretation of the experimentally measured

decrease of the AO benefit with a decrease of the light level. The results suggest that

the neural sensitivity strongly affects the spatial-frequency characteristics of the stim-

ulus that are used for a visual task. Therefore the effect of higher-order aberrations

on visual performance should be regarded in relation with the neural sensitivity. The

correlation between the model- and the human-observer performance could not how-

ever be confirmed for a narrow spectrum stimulus. It proved the high dependence of

the interpretation of the neural processes on the stimulus and task considered. Cau-

tion must therefore be taken for any strong conclusion.

A more thorough study would imply the calculation of the absolute contrast sen-

sitivities based on statistical expectations of many noise realisations at different con-

trast values. Higher calculation resolution could also affect the results. This intensive

computational method was beyond the scope of the present project, where only an

estimation of the performance of the observer for a specific task was needed. Better

accuracy would also be guaranteed with individual neural sensitivity and perhaps

Stiles-Crawford effect data. The analysis presented in the Thesis aimed for a crude

interpretation of the experimental results obtained, through the derivation and un-

derstanding of a model-observer for the visual task considered. The combined effect

of higher-order aberrations and neural sensitivity under different ambient light lev-

els was investigated and the results brought some preliminary answers to a complex

problem.
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Conclusion

The work presented in this Thesis is part of a recent combined optics/vision research

effort which led to demonstrate that adaptive optics (AO) techniques can provide a

valuable tool for vision research, allowing to bypass the limitations due to ocular aber-

rations. Several competitive ocular AO systems have been built and tested around the

world, such as the setup used in this Thesis.

Capabilities of ocular adaptive optics

We presented a thorough analysis and some optimisation of the main components

of an existing AO system (wavefront sensor, wavefront correction, and control algo-

rithm) with the aim of tackling the major issues of the application of adaptive optics

techniques to the correction of higher-order aberrations. This allowed us to demon-

strate a performance close to diffraction-limit, yielding a wavefront error residual

ranging from 0.05 µm rms to 0.1 µm rms over a 6-mm pupil for young, healthy, well-

corrected eyes.

The AO correction achieved in this project appeared sufficient for the experiments

carried out, in particular a comparison between a static correction and a dynamic

correction showed no statistically significant difference on the impact on visual per-

formance, as long as the alignment was held. Other applications may require a finer

dynamic correction. Ocular adaptive optics improvements are still possible: more im-

portantly than the current limitations of the wavefront sensor, the constantly evolving
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technologies of corrective elements may bring the possibility of a finer correction. In

particular, as part of the project, a method was described and used to perform a task-

based assessment of deformable mirrors for ocular AO. We have seen the dramatic

effect that the associated characteristics of deformable mirrors (number of actuators,

stroke and width of the actuators influence functions) can have on the fitting of typical

ocular aberrations; the search for an optimum corrector is not over yet. The optimised

solution may come from the combination of two correctors [100]. A higher level of

dynamic correction would also probably require higher speed, in particular smaller

delays, in the closed-loop systems. Following the advancements of AO applied to

astronomy, it would be interesting to investigate the implementation of non-classical

control algorithms, optimised and predictive for the spatial and temporal character-

istics of ocular aberrations. However the optimisation is constrained by the limited

knowledge available on the nature of ocular aberrations and their dynamics. The

most important issue of ocular AO is probably the inter-subject high variability of

spatial and temporal aberrations characteristics, resulting in great variability of the

AO performance. A system can give a very low residual wavefront error rms (less

than 0.5 µm) for a very stable subject and twice the value for another one, though the

initial amount of aberrations is equivalent. The motivation could be to adapt the cor-

rection for more “difficult” subjects, i.e. on an individual basis, rather than to globally

optimise the system. The analysis of a sufficient amount of open-loop recorded data

of the subject’s wavefront aberrations could be the base of such optimisation. Wavelet

analysis is a tool appropriate to the non-stationarity of ocular aberrations.

Another challenge for ocular AO is the extension of the field of correction. Only a

few case-studies have presented the variations of ocular aberrations with the field an-

gle [149, 150], and these must be extended to quantify precisely the isoplanetic patch

of the eye. Besides technical issues (several correctors, complex control algorithm),

a better modelling of the eye would be required for an efficient implementation of

multi-conjugate adaptive optics if necessary. Wide-field AO could benefit mainly reti-

nal imaging.

Higher-order aberrations and visual functions

The AO system was used for visual experiments with the aim of gaining a better un-

derstanding of the limitations of functional vision. This Thesis focussed on the effects

of ocular higher-order (HO) aberrations on functional visual performance. Technical

issues and possible errors in the experimental setup were emphasised, as well as the
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efficient use of psychophysical methods, and the choice of an appropriate visual test,

in that case a contrast acuity test. We showed that the impact of HO aberrations on

vision is moderated by neural sensitivity. We measured an increase of the HO aberra-

tions with pupil size, and independently a decrease of the effects of HO aberrations

on contrast acuity as the light level was decreased. We analysed these results as be-

ing caused by the drop in neural sensitivity at low light level, due to larger spatial

summation, the intrusion of rod signals and the reduction of signal-to-noise ratio. A

model of the observer performance, based on a classical approach of the discrimina-

tion visual task but separating the optical and neural processing stages, confirmed

this analysis. The data taken at different light levels and pupil sizes made it possible

to quantify the expected benefit gained by young healthy subjects in everyday vision

when their higher-order aberrations are corrected. With the combined effect of pupil

size, hence ocular aberrations magnitude, and neural sensitivity, this benefit proved

limited in all light regimes. The results should moderate the enthusiasm created by

the possibility of high-order ophthalmic correction through customised intra-ocular

lenses, contact lenses, or refractive surgery.

Although novel results were presented, they only give small improvement in the

knowledge of vision functions, and perhaps raise new questions. In particular, a spe-

cific visual test of contrast acuity was investigated, and a full analysis of visual per-

formance probably also requires contrast sensitivity tests. It would be of interest to

determine why our vision model did not agree with the preliminary experimental re-

sults obtained for contrast sensitivity. The use of a set of different stimuli, including

fine spectrum gratings or filtered alphanumeric characters may help to answer this

issue. Other factors in visual performance, such as scatter, the Stiles-Crawford effect

or neural adaptation were mentioned and could be further investigated. For example,

a full set of individual data for the ocular aberrations, the scatter, the Stiles-Crawford

effect and the neural sensitivity would be very valuable to help disentangling the

different factors affecting visual performance. Furthermore, it could be interesting

to investigate the correlation between the Stiles-Crawford effect and ocular aberra-

tions. Marcos and Burns found no statistically significant correlation between the

Stiles-Crawford luminosity attenuation across and the optical degradation, but the

data indicated that pupil areas near the peak of the luminosity function have better

optical quality than regions far from the peak [30].

A step further in the understanding of optical limitations to the visual functions

would be the study of polychromatic vision. We focussed in this Thesis on mono-

chromatic wavefront aberrations and image formation; yet the combination of differ-
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ent wavelengths in the visual system is still an open topic. Calculations of the cone

polychromatic optical transfer function (OTF) based on the monochromatic OTF, the

longitudinal and transverse chromatic aberrations and the cone spectral sensitivity,

have shown that higher-order aberrations tend to balance the relative optical degra-

dation perceived by the three different classes of cones, effectively reducing the chro-

matic blur on S cones as compared to L and M cones [26]. It was also predicted [127]

and measured [39] that the overall polychromatic OTF of the eye benefits significantly

less from the correction of HO aberrations than does the monochromatic OTF. Firstly,

the dependence of ocular aberrations (apart from defocus) with wavelength still re-

quires clarification. Then polychromatic stimuli could be tested with the AO system,

or even their combined monochromatic AO corrected components (depending on the

wavelength dependence of higher-order aberrations, a single deformable mirror with

separate focus adjustment arms may then be sufficient).

The concept of neural adaptation, that is of the subject to perform a form of neural

compensation for the known image degradation introduced by their aberrations, has

been recently suggested and again pointed out from our experimental results. Artal

et al. measured a better subjective image sharpness with the subject’s own ocular

aberrations, than with a rotated version of the same wavefront error [138]. We found

that a subject who had a low amount of higher-order aberrations performed better to

our contrast acuity test with her own aberrations than after AO correction (leading to

a higher optical transfer function). One could test further this concept, typically with

other visual tests such as contrast sensitivity, and under different conditions. Indeed,

the optical aberrations are dependent on the pupil size and accommodation; therefore

one could expect different levels of neural adaptations in different conditions, unless

an average compensation is performed. One could also wonder what are the temporal

scales of such neural adaptation. The advantage of the AO system is that not only

can ocular aberrations be corrected, they can also be induced; one can test a whole

set of different combinations of Zernike polynomials subtracted or added to an initial

wavefront error. This could help testing neural adaptation and any possible structural

or functional correlation between Zernike polynomials.

Clinical applications of psychophysical adaptive optics

The ideas developed above are just a small sample of the broad range of topics in the

fundamental understanding of visual functions that could be explored with adaptive

optics techniques. Another application of great importance would be the implemen-
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tation of psychophysical adaptive optics systems in clinical environment. Recently,

Makous et al. demonstrated the benefit that could be gained from an adaptive op-

tics correction of ocular aberrations in microperimetry systems [110]. They were able

to send flashes of light measuring 3 µm diameter at half height to detect microsco-

tomas on the retina, that could not be detected with standard microperimetry. This

study shows that the implementation of AO microperimeters holds exciting promises

in terms of ocular disease diagnosis, such as glaucoma or age-related maculopathy,

or other visual deficiencies. The clinical utility of high-resolution retinal imaging

systems based on AO technology is currently being investigated [151, 152]; clinical

tests of psychophysical AO systems shoudl logically follow. In particular, the associ-

ation (simultaneous or sequential) of both high-resolution retinal imaging and high-

resolution visual tests may be of great interest for disease diagnostic and follow-up.

It seems however that ocular AO is a very sensitive technique that still requires

regular control and adjustments from an experienced user. As pointed out earlier,

the good performance of AO systems on any random subject, in particular one that

might be ill-at-ease due to a pathology, cannot yet be guaranteed. The utility of AO

psychophysical tests in clinical environment requires to be thoroughly investigated,

through a collaboration between physicists, vision scientists and clinicians.
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