
Correction of the

Aberrations of the Eye

using Adaptive Optics

with Pupil Tracking

by Betul Sahin

Supervisors: Prof. Dr. Chris Dainty and
Fabrice Harms (Imagine EyesR , Orsay, France)

A thesis submitted in partial ful�lment of the requirements for the
degree of Doctor of Philosophy,

Applied Optics Group
School of Physics

National University of Ireland, Galway

August 2011



Abstract

Adaptive optics has long been used in the astronomical telescopes to acquire high
resolution images via the real time correction of the rapidly changing wavefront
aberrations. Human retinal images also su�er from rapidly changing aberrations
due to, for example, eye movements, crystalline lens uctuations or changes in the
tear �lm. Several research groups in the world have used adaptive optics for di�er-
ent retinal imaging modalities and were able to acquire highresolution images of
the human retina revealing the photoreceptor mosaic. Beingable to image human
retina in high resolution opens a new era in many important �elds, such as phar-
macological research for retinal diseases, researches in human cognition, nervous
system, metabolism and blood stream to name a few. Having sucha potential
in medicine, there is not an available commercial adaptive optics retinal imaging
system for clinical research and practice yet. The reasons are the complexity, cost
and poor reliability of the available systems of the research groups. Here in this
research our aim was to search a cost e�ective way of improving the adaptive optics
correction of a compact adaptive optics retinal imaging system designed for clinical
research. Based on the hypothesis that majority of the changes in the aberrations
of the eye are due to eye movements, using the default eye camera that is used for
the alignment of the eye in the retinal imaging system, the new method required
no extra cost or hardware. It was possible to control the deformable mirror in real
time based on pupil tracking measurements and correct for the aberrations of a
moving model eye andin vivo. As an outcome of this research we showed that
pupil tracking which is an indispensable tool for retinal imaging in high resolu-
tion can be e�ectively used as a part of the adaptive optics asa result of the fact
that indeed eye movements constitute an important part of the ocular wavefront
dynamics.
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Preface

This thesis aims to enhance the adaptive optics correction of a compact retinal

imaging system designed for clinical research in a cost e�ective way; to determine

if pupil tracking, which required no extra hardware, can be used to correct for the

monochromatic ocular aberrations as a part of adaptive optics.

The �rst chapter of this thesis is an introduction to retinal imaging, ocular

aberrations, adaptive optics and pupil tracking. In the second chapter the com-

pact adaptive optics retinal imaging system that was used inthe experiments is

described (publication 5).

In the third chapter the pupil tracking system is described and its algorithm,

performance in terms of accuracy, precision and time resolution was detailed (pub-

lications 1-4).

The fourth chapter introduces the adaptive optics control algorithms based on

wavefront sensing and pupil tracking, then the calibrationprocedure, results of

the simulations, and the �rst experiments done to correct for the aberrations of a

static model eye were given (publications 6-8).

The sixth chapter �rst describes the software developed to control the adaptive

optics instrumentation including pupil tracking and givesthe results of real time

corrections using both pupil tracking and wavefront sensing for a moving model

eye andin vivo (publications 9-11). Finally the �fth chapter gives a discussion of

the possible applications, improvements of the method and the future prospects.
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Chapter 1

Introduction

In this chapter, we �rst discuss the challenges of retinal imaging at high resolu-

tion, then, adaptive optics and its applications in ophthalmology with the current

handicaps, and �nally the reasons for using pupil tracking.

1.1 High resolution imaging of the human retina

The human eye has the versatility of being an optical device made up of living

cells; proteins, connective tissue and yet transparent [1]. It is a rather simple

optical system with exceptional functionality. Although, there are many examples

of vision in nature that are better in terms of di�erent functionalities, the human

eye best responds to the needs of the human beings in a vast variety of conditions

as a whole.

Electromagnetic radiation has long been used as a medical imaging tool for

di�erent parts of the human body as long as the penetration through the tissue

permits. Visible and infrared light being harmless, cannot penetrate the body

tissue more than a few millimetres except for the case of the eye. The back of

the eye which constitutes the veins and the arteries and the retina as an extension

of the brain, is easily accessiblein vivo using visible light. Imaging the back of

the eye through the optics of the eye in high resolution has a lot of applications

yet to be discovered; there is no other example of an imaging tool that can reveal
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High resolution imaging of the human retina

metabolism and blood stream or nerve cells intact andin vivo in such a way

[2, 3, 4].

Retinal blood vessels

MaculaLens

Iris

Cornea

Retina

Figure 1.1: The eye; optics and the retina at the back of the eye (courtesy of
National Eye Institute, USA).

The retina at the back of the eye is a complex multilayered structure, see

Figure 1.1. Refracted by �rst the cornea and then the crystalline lens, the stream

of photons crosses the vitreous body and proceeds through the various layers of

the retina until it reaches the segment of photoreceptor cells; rods and cones. The

photons that are absorbed by the visual pigments in the photoreceptor cells trigger

a chain of events employing the neural network and the brain and are perceived as

vision. The remaining photons which are not absorbed and backscattered, provide

the means of imaging the layers of the eye, especially the photoreceptors, in vivo

and non-invasively [5].

Helmholtz �rst developed the tool to view the retina and namedit as the

ophthalmoscope in 1851. The main problem in seeing the back of the living eye was

that its reectance is only 0.1 to 10 % depending on the wavelength and the pupil

restricts the amount of light that can exit the eye by anotherfactor of a hundred

[6]. In 1979 Robert Webb developed the scanning laser ophthalmoscope1 which

provided higher contrast and sensitivity and in addition the ability to view di�erent

layers of the retina with the use of a confocal pinhole. After that with the advent

of optical coherence tomography2 axial resolutions as high as a few micrometers

1uses a confocal pinhole, horizontal and vertical mirrors toscan a speci�c region of the retina
2interferometric technique to strip o� the scattered light f rom the reected, for high signal to

noise ratio
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High resolution imaging of the human retina

in vivo was achieved [6]. The tools above provided good axial resolution but a low

transverse resolution. The microscopic structures of the retina, e.g., photoreceptor

cells, were far away from being seen. For this goal to be achieved it was necessary

to measure the higher order aberrations of the eye and correct them [6].

Astrophysics searches for the reality of the outer universe in macro scale, where

retinal imaging looks into our inner universe to the micro scale, both using similar

tools and facing similar problems. Therefore improvementsin retinal imaging and

astrophysics being parallel in the last century was not a coincidence: images of the

universe became more and more clear in the last century and sodid the retinal

images. Adaptive optics was the latest breakthrough that removed some of the

blur from both astronomical and retinal images, see Figure 1.2.

Figure 1.2: Looking up to the sky underneath a tree in starry night or human cone
photoreceptors as the blood vessels are superimposed on them (left)(courtesy of
Imagine Eyes), central region of the Tri�d Nebula from the Gemini North 8-meter
Telescope on Mauna Kea, Hawaii (right) [7], where both imageswere acquired
with the help of adaptive optics.

Similar to the astronomical images, the retinal images su�er from blur caused

by non corrected optical aberrations. Those aberrations change over time and a

static correction using refractive optics is not possible.The changes in the aberra-

tions either have to be predicted (if possible) or have to be measured and corrected

for dynamically. Di�erent dynamics govern the changes in the aberrations in the

atmosphere and in the eye, therefore adaptive optics technologies for them have

slightly varied; the adaptive optics for retinal imaging uses components that are
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Higher order aberrations of the eye

medically safe and suitable for clinical use and that can correct for larger aberra-

tions, while astronomy uses faster components and a guide star [8].

The fainter constituents of the retina such as rod photoreceptor cells and gan-

glion cells are harder to image; scattering and speckle haveto be overcome, the

techniques of which are not the subject of this thesis [9, 10].

In the following sections the ocular higher order aberrations and adaptive optics

for vision science will be discussed.

1.2 Higher order aberrations of the eye

Vision is accomplished as a coordination of the muscles, the (adaptive) optics of

the eye and the nerve cells in the retina. The refractive elements of the eye, the

cornea and the crystalline lens, are not rotationally symmetric [11]. Furthermore

the optical axis of these elements are not the visual axis that is used for central

vision; the fovea, where the acute vision takes place, is typically 5� away from

the optical axis. Any man made optical device arranged this way would result in

images that su�er from serious blur.

This peculiar and not yet fully understood arrangement indicates an adaptive

aberration compensation system, because our vision is muchmore acute than it

is expected under these conditions [12]. This is probably due to a compensation

mechanism in the nerve system and in between the optical elements. The most

well known example of adaptive compensation in the eye is theaccommodation

ability of the lens for viewing targets from in�nity to � 10 cm (for the young adult

eye). Indeed in the case of defocus, the gradient index crystalline lens functions as

a refractive phase corrector and compensates for the wavefront error mechanism

of which is an active research area. It would be bene�cial if such a mechanism

existed to compensate for the other higher order aberrations.

Clinicians routinely correct refractive errors of defocusand astigmatism by

spectacles. More complex and subtle higher order aberrations were ignored until
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Higher order aberrations of the eye

refractive surgery and corneal shaping came into practice [13]. Among the methods

to measure the higher order aberrations of the eye objectively, Shack-Hartmann,

whose principles will be detailed in the Section 1.3, is the most used one.

First measurements of the high order aberrations of the eye using a Shack-

Hartmann wavefront sensor was made by Lianget al. [14]. In their paper they

highlighted that the magnitude of the di�raction e�ects and the higher order aber-

rations; the two factors that degrade the resolution of the vision, are related to

the pupil size di�erently. A large pupil does not mean a di�raction limited image

because it is accompanied by an increase in high order aberrations which degrade

image quality signi�cantly: as a result in humans a pupil of� 2.4 mm pupil is

ideal to resolve small details. They observed that both eyeshave the same pattern

of high order aberrations and suggested that therefore the existence of high order

aberrations may not be a coincidence [14].

1.2.1 Representation of ocular aberrations

Aberration in an optical system can be de�ned as the optical deviation of a wave-

front from a reference plane or spherical wavefront, and as aresult, the failure

of the system to produce an ideal image [15, 6]. There are two common meth-

ods of representing ocular aberrations in a two dimensionalsurface; discrete or

analytical. The two methods have their strengths and weaknesses depending on

the application. The discrete representation gives a topographic view; it is rough

and its resolution depends on the data points. On the other hand, an analyti-

cal representation has theoretically in�nite resolution and the magnitude of each

ocular aberration can be derived independently. Also being easier to compute

and manipulate, analytical functions were found to be the most convenient way

of representing the ocular aberrations, especially the orthonormal Zernike polyno-

mials [16]. Using Zernike polynomials, the aberrations may be decomposed into

a set of basis functions using which any two dimensional function W(�; � ) can be
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Higher order aberrations of the eye

represented with an in�nite set without an error,

W(�; � ) =
1X

i =0

ci Z i (�; � ); (1.1)

where� and � are variables in polar coordinates andci is the expansion coe�cient

of the i th basis functionZ i . Since it is not possible to calculate all the coe�cients

up to in�nity, a convenient number of coe�cients, J , are chosen depending on the

aberrations and the application.

Zernike polynomials can be written either in single-index,Z i , or double-index,

Z m
n , form where m and n represent radial and azimuthal order respectively. Table

1.1 shows the Zernike polynomials and the aberrations that they represent up to

4th radial order.

i n m Zernike Polynomials Name

0 0 0 1 piston
1 1 -1 2�sin� y-tilt
2 1 1 2�cos� x-tilt
3 2 -2

p
6� 2sin2� y-astigmatism

4 2 0
p

3(� 2 � 1) defocus
5 2 2

p
6� 2cos2� x-astigmatism

6 3 -3
p

8� 3sin3� y-trefoil
7 3 -1

p
8(� 3 � 2� )sin� y-coma

8 3 1
p

8(� 3 � 2� )cos� x-coma
9 3 3

p
8� 3cos3� x-trefoil

10 4 -4
p

10� 4sin4� y-quadrafoil
11 4 -2

p
10(4� 4 � 3� 2)sin2� ) y-secondary astigmatism

12 4 0
p

5(6� 4 � 6� 2 + 1) spherical aberration
13 4 2

p
10(4� 4 � 3� 2)cos2� ) x-secondary astigmatism

14 4 4
p

10� 4cos4� x-quadrafoil

Table 1.1: The Zernike polynomials up ton = 4 th radial order wherei and m are
single-index number and azimuthal frequency respectively.

In this context the �rst three radial orders, n=(0, 1, 2), are called low order

aberrations and radial orders three and above are called higher order aberrations

[17].

The orthonormality, i.e., the orthogonality and normality of the Zernike poly-

nomials implies that, �rst whatever J , the chosen number of coe�cients is, the
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Higher order aberrations of the eye

value of thei th coe�cient of the expansion does not change which means that any

number of additional expansion terms can be added without animpact on those

already computed. Second, the entire value of any wavefrontis �xed and is equal

to the coe�cient c0, third, as the coe�cients do not depend on the chosen number

of expansionJ , as theJ increases, low order terms are balanced with high order

terms, fourth, all the polynomials except the �rst one have zero mean, and �nally,

since the mean of each polynomial is zero, RMS of the wavefront is equal to its

standard deviation and the total wavefront RMS can be calculated by,

� =
q

c2
1 + c2

2 + : : : + c2
J (1.2)

whereJ is the number of polynomials used in the Zernike expansion and ci is the

i th coe�cient [18].

Since there were many types of measurement systems and representation meth-

ods, the Optical Society of America published a standard for reporting ocular

aberrations [19], although there are still ambiguities such as for example how many

Zernike orders are su�cient to represent ocular aberrations [20]. The Zernike poly-

nomial representation is useful but is not e�cient in a number of cases,e.g., for

a non-circular pupil [17]. The impact of non-circular pupils in our measurements

will be discussed in the results chapter where both zonal (discrete) and modal

(Zernike) reconstruction was used to calculate the wavefront RMS. Furthermore,

Zhu et al. [21] stated that Zernikes were not su�cient to describe the irregular sur-

face of the cornea, and Smoleket al. [20] were concerned with the Zernike �tting

error due to the aberration balancing property of the Zernikes as discussed above;

for instance, a spherical aberration may induce a negative defocus and result in

an underestimation of the defocus of the eye.
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Higher order aberrations of the eye

1.2.2 Measurements of higher order ocular aberrations

Higher-order aberrations in healthy eyes were measured by di�erent authors using

Shack-Hartman sensors or laser ray tracing3 [22, 23, 24]. One of the motivations

was that if the normal magnitudes of higher order aberrations for healthy eyes

were known, this would help di�erentiate healthy and diseased states of the eye.

A good agreement was found in types and magnitudes of higher order aber-

rations seen among the population although it has to be takeninto account that

the measurements were done with di�erent pupil sizes and light sources [25]. No

signi�cant relationship was found between higher order aberrations and lower re-

fractive errors, i.e., myopia and hyperopia [26, 27]. It was found that the higher

order aberrations had similar magnitudes and tended to havezero mean statisti-

cally except for spherical aberration which was also found to be less in Asians [27].

A study made among subjects with keratoconus (a disease thatresults in corneal

shape distortions), showed that they can be di�erentiated from normal eyes at an

early stage as because of the shift of the corneal cone they have distinctive coma

like aberrations [28].

The aberration pro�le of the cornea can be estimated from itsshape based on

the reections of series of concentric rings from the corneaby a corneal topogra-

pher. The higher order aberrations solely due to the lens of the eye was estimated

by subtracting the corneal aberration measurements from the total aberration

measurements of the eye done by a Shack-Hartmann wavefront sensing or by laser

ray tracing. The results were surprising; the cornea and thelens had opposite

signs of spherical aberration and coma. It was suggested that the lens compen-

sated for the aberrations caused by cornea and both formed anaplanatic optical

system [26, 29, 30]. Salmonet al. [13] explained this phenomenon di�erently by

the angular misalignment between the line of sight and the pupillary axis4 which

is used in the corneal topography measurements.

3a set of laser pencils is delivered in a sequence; in the presence of aberrations the spots are
displaced from their reference positions

4a line perpendicular to the surface of the cornea passing through the center of the pupil

11



Higher order aberrations of the eye

Any objective ocular aberration measurement method uses thelight that passes

through the optical system twice; �rst the light is sent to the retina, then the

reected back light is used to estimate ocular aberrations.The error due to this

double pass is ignored assuming that the retina is not a mirror but is a perfect

di�user and therefore the second pass is independent from the �rst pass (also a

narrow input beam is used) [31, 32]. The accuracy of aberration measurements are

also con�ned by the anisoplanatism (i.e., being spatially variant) of the aberrations

of the eye [8]. The beacon of wavefront sensing light reecting back from the retina

is con�ned to a �eld which does not fully represent the aberrations in a wide �eld.

The isoplanatic patch of the eye in which wavefront measurements are accepted to

be accurate was measured to be the central� 2 degrees [33, 34, 35, 36]. Another

factor that causes error in wavefront measurements is the scatter and the speckle

from di�erent layers of the retina increasing by the visual �eld and by age that

decrease the contrast of for example Shack-Hartmann images [37, 9].

In the course of this thesis we will be discussing the monochromatic aberra-

tions of the eye. There are also chromatic aberrations whichdegrade the retinal

image: when a polychromatic light source is used, several monochromatic images

at di�erent wavelengths are superimposed on the image a�ected by the eye's chro-

matic di�erence of defocus [32]. Aphakic eyes (i.e., the physiological eye that has

its natural lens removed) showed improvements in vision when intraocular lenses

were designed to correct for achromatic aberrations [38]. In the retinal imaging

system achromatizing lenses are used.

Another motivation for the measurement of higher order aberrations among the

population was to achieve super acuity by correcting the higher order aberrations.

This was not found feasible, because it was found that aberrations were small

across central 2 mm diameter of the pupil and increased rapidly towards the edge

of the dilated pupil; in the day vision where the pupil has� 3 mm diameter the

high order aberrations had little or no e�ect [39].
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Higher order aberrations of the eye

1.2.3 Dynamics of the higher order aberrations

Higher order aberrations are usually attributed to the shapeand position of the

lens and the surface of the cornea [40]. There is not a single high order aberration

pro�le of the eye; being a living system, optics of the eye is under the e�ect of

countless factors. To name a few, �rstly, measured aberrations change due to eye

movements. Second, the crystalline lens uctuation is the reason for an important

part of the changes in defocus and high order aberrations. Then comes the tear

�lm, a three layered structure comprised of lipids, water and mucus, which covers

the eye's outer surface, which thins due to evaporation and eventually breaks up

followed by a blink [41]. The changes in ocular aberrations due to the tear �lm

was reported to constitute 4 - 28% of the total aberration changes [42]. Leahyet

al. [43] measured the blink interval to be 250 ms but reported that the transition

interval of the blink which constitutes the tear �lm break-up, the eye movement,

the blink and �nally the tear �lm build-up lasted up to a second or more.

The higher order aberration pro�le of the eye is not the same over the visual

�eld: they are found to be higher in the periphery. However, the periphery of the

eye is very di�erent than the macula5; there are less cones and they have increas-

ingly larger diameters and therefore the resolution is already low [44]. Pressure of

the eye's muscles as we change our gaze and even the eyelid pressure changes the

high order aberrations of the eye [45].

The bandwidth of the changes in the aberrations were found tobe up to 70

Hz, as measured by a 300 Hz bandwidth wavefront sensor [46], which is reasonable

considering high frequency components of the eye movementsare at � 88 � 4:5

Hz [47]. Like all the physiological data, ocular aberration time series are chaotic

and non-stationary, having a varying frequency content. Inaddition to those it is

not possible to do data recordings for su�ciently long timesas a result of which

power spectral analysis has di�culty revealing the true nature of the data.

Iskander et al. [48] introduced time-frequency analysis which demonstrated
5� 5 mm diameter area in the retina responsible from acute vision, also includes fovea of

� 1:5 mm and foveola of� 0:35 mm diameter
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the change of frequency content as a function of time and its relation with the

cardiopulmonary system. Hampsonet al. [49] con�rmed that there are more than

one mechanism contributing to the aberration dynamics of the eye and some of

them are common or there is a nonlinear relationship betweenthem after, a coher-

ence function analysis was used to determine the common frequency components

between the aberrations within subjects. Hampsonet al. [50] also recently pro-

posed using wavelet based fractal analysis which is a relatively new technique and

con�rmed the multifractal (i.e., having repeating self similarity at di�erent scales)

and antipersistant nature of the ocular dynamics, the latter of which means that

the time series tends not to continue in the same direction but turns back on itself

giving a less smooth signal.

1.3 Adaptive optics for retinal imaging

The technique of compensation for the changing aberrationsin an optical system

dynamically with the help of relevant hardware and softwareis called adaptive

optics. The �rst static correction of the high order aberrations of the eye with a

deformable mirror and a wavefront sensor was made by Lianget al. [51]. This was

followed by dynamic corrections which resulted in a greatlyimproved resolution

in retinal images [52, 53, 54].

An adaptive optics system for retinal imaging is made up of a wavefront sen-

sor, a wavefront corrector and a control algorithm, in addition a light source for

wavefront sensing, optical elements for conjugation between the components and

other optical elements where necessary, see Figure 1.3.

The wavefront sensor measures the aberrations of the incoming wavefront and

the wavefront corrector reshapes it according to the commands calculated by the

control algorithm based on wavefront sensor measurements.The loop is iterative

and the initially aberrated wavefront approaches a plane wavefront after several

iterations.
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Wavefront
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Deforff m
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Figure 1.3: Schematics of an adaptive optics system for retinal imaging where the
light beams for wavefront sensing and imaging that are reected o� the retina
were represented by dashed and solid lines respectively andF1 is a short pass
or long pass �lter. The aberrated wavefront is reected fromthe initially plane
deformable mirror, then the wavefront sensor measures the aberrations and the
control algorithm calculates the commands for the desired shape and the mirror
reshapes the imaging beam (optics necessary to conjugate the wavefront sensor
and the deformable mirror to the eye's pupil are not shown forsimplicity).

Among the available sensing methods, the Shack-Hartmann technique is the

most frequently used one in ocular adaptive optics. It is based on the measurements

of the local wavefront slopes using a two dimensional lenslet array, see Figure 1.4.

The dynamic range of aberration measurements,� max and the sensitivity of the
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Figure 1.4: Incident wavefront on the lenslet array is evaluated locally whered is
the diameter of the lenslets. The local wavefront which is tilted by � is focused at
a point � s away from the optical axis of the lenslet on the face of the CCD(local
slopes of the wavefront are exaggerated.)
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measurements,� min are given by the equations below,

� max =
� smax

F
=

d=2
F

; (1.3)

� min =
� smin

F
; (1.4)

where F is the focal length of the lenslets,d is the diameter of the lenslets and

� smin depends on the pixel size and noise characteristics of the CCD camera. A

lenslet array with smaller focal length will result in a larger dynamic range with

the cost of a decrease in the sensitivity. The number of lenslets plays an important

role in the estimation of the wavefront; a large number of lenslets means a better

resolution but requires more light returning from the retina as the total power will

be shared over all lenslets, and more time for calculations [55].

In their paper Moreno-Bariussoet al. [56] compared three methods that are

used to measure the ocular aberrations: laser ray tracing, the spatially resolved

refractometer, and the Shack-Hartmann sensor. Among those the laser ray tracing

and Shack-Hartmann sensor are objective and the spatially resolved refractometer,

which is a psychophysical method, is subjective. They demonstrated experimen-

tally the equivalence of the three methods, underlining their advantages for di�er-

ent applications. In the laser ray tracing method which is sequential, the entire

area of the CCD is used for each spot. On the other hand, in Shack-Hartmann

sensing all the spots are acquired at once, which is a source of error for large

aberrations. Laser ray tracing is too slow to take part in thecorrection of rapidly

changing aberrations and the spatially resolved refractometer, which is based on

the response of the subject at each retinal spot, is not applicable, as a result the

Shack-Hartmann sensing is the preferred choice for the ocular adaptive optics ap-

plications. It has to be emphasized that all of the three methods depend on the

reective properties of the retina and work ideally with healthy human eyes.

Wavefront sensors are useful but not obligatory in all adaptive optics systems.

In the case of laser systems, microscopes [57], air turbulence, heat or specimen
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induced wavefront aberrations in the optical path or biological imaging where

photo bleaching, photo toxicity, time resolution and scattering are limiting factors,

it is preferred to not to use a wavefront sensor [58, 59]. The aberration correction

is performed by adapting the wavefront corrector such that acertain performance

metric (e.g., the light intensity measurement or the sharpness of the image) reaches

its maximum in the absence of the aberrations [60].

In contrast to wavefront sensors, a wavefront corrector is obligatory in all adap-

tive optics systems. The two main types of wavefront correctors are �rst, ones

based on refractive properties of the material,e.g., liquid crystal phase modula-

tors (and human eye crystalline lens) and second, ones basedon reection, i.e., the

deformable mirrors [61]. Liquid crystal phase modulators have high resolution but

require polarized light, have moderate absorption, a relatively slow response time

and chromatic aberration a�ects (when they are used in phase-wrapping mode)

[62, 63].

Deformable mirrors can be segmented or continuous surface where because

the spacing between the segments is a source of error, continuous surface mirrors

are the preferred choice both in astronomy and ocular applications. Membrane

deformable mirrors can be based on electric or magnetic force [64]. Modes of

the membrane mirrors depend on the reective surface properties and number of

actuators and any surface represented as a linear combination of these modes will

be perfectly produced by adequate commands [62]. More than one deformable

mirror can be used in an adaptive optics system; optically conjugated to di�erent

altitudes in the atmosphere as used in the astronomy [8] or conjugated to the eye's

pupil, sharing the low and high order aberrations;i.e., woofer and tweeter [65].

Although not dynamic and limited by the accommodative state and visual

�eld of the eye, a (custom made) phase plate can also be used asa wavefront

corrector and it is claimed that up to 80% of the aberrations can be compensated

[66]. Another type of wavefront corrector that has to be mentioned which is still
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in development is ferrouid6 mirrors which can be reshaped via application of a

magnetic �eld [67]. The ferrouid mirrors are constrained to remain horizontal but

can provide several tens of microns deformation. They work at low frequencies (10

Hz) at the moment and high reectivity can be achieved using silver nanoparticles

[68].

Adaptive optics has been integrated into many imaging modalities such as

microscopy [69], photoacoustic imaging [70], uorescenceimaging [71] as well as

ood illumination fundus cameras, scanning laser ophthalmoscopes, optical coher-

ence tomography systems, and increased the resolution and signal to noise ratio

signi�cantly. In retinal imaging, with the resolutions reached it is possible to im-

age photoreceptor morphology and function in three dimensions, vessel networks

and blood ow in the retina, weakly scattering cellular structures e.g., ganglion

cells, retinal pigment epithelium cells [72, 73, 74, 75, 76,77, 78, 79]. A visual

simulator also is an application of ocular adaptive optics,using which it is possible

to generate desired aberrations and do functional vision tests [80, 81].

After the higher order aberrations are corrected for, among the imaging modal-

ities, it is acknowledged that speed of the image exposure isthe key factor to

acquire high resolution images because images su�er from motion blur due to eye

movements [82, 83]. Trained and well �xating eyes give better results even though

the head of the subject is secured using a chinrest or a bite bar. Fixational eye

movements have to be compensated for either by predicting, or by measuring, or

by being faster than them during image exposure [78, 82, 83].

1.4 Fixational eye movements

Eye movements are due to the action of a group of six muscles; four of them are

responsible for four directions, up, down, right and left, the remaining two are

oblique and generate torsion, see Figure 1.5.

Our eyes are never still even during �xation because, `the visual system has a

6nanoscale ferromagnetic particles suspended in a carrier liquid
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Figure 1.5: The eye and the six main muscles that are responsible for movements
to four main directions and torsion (courtesy offullwiki.org).

built in paradox - we must �x our gaze to inspect the details but if we were able

to �xate perfectly the entire world would fade from view' [84]. In spite of this

continuous jittery and restless imaging, we do not even notice that our eyes are

moving; if there was not a compensation for eye movements we would see a blurred

scene which is the case for a photograph taken by a shaking CCDcamera.

Neurologists explain the reason for this continuous motion by neural adapta-

tion; eye movements during �xation are necessary to overcome loss of vision be-

cause steady illumination produces weak neural responses where abrupt changes

in illumination across space and time generate strong responses [84]. Another ad-

vantage of eye movements is that by this way, rather than devoting all resources

to processing it all, the visual system inspects small portions of the visual world

in a rapid sequence. Another important function of the eye movements is their

averaging of the light over a wide �eld, reducing the risk of retinal damage under

strong illumination [85]. Nevertheless eye movements may also serve for the adap-

tive compensation of the aberrations in the eye as it was observed that peripheral

aberrations induce accommodative response [86]. During �xation multiple copies

of the object on the retina are created by the eye movements [87] spanning a �eld of

view that might be necessary to sense the aberrations in a wide �eld, the simplest

of which is the defocus. Some studies showed high prevalenceof myopia in certain

occupational groups [88] and perhaps a relationship between eye movements and
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the process of emmetropization7 would be discovered in the close future .

Three main types of eye movements are agreed to occur in humans during

visual �xation: tremor, drifts and micro saccades [84], seeFigure 1.6.

Figure 1.6: Fixational eye movements carry the image acrossthe retinal photore-
ceptors (50� m diameter patch of the fovea shown here). High-frequency tremor is
superimposed on slow drifts (curved lines). Micro saccadesare fast jerk-like move-
ments, which generally bring the image back towards the centre of vision (straight
lines)(courtesy of Prichardet al.) [89].

Tremor is a wavelike motion of the eyes at� 88� 5 Hz and is generally thought

to be independent in the two eyes [47]. Tremor amplitudes areapproximately equal

in size to the diameter of a cone in the fovea. Drifts are slow motions of the eye

that occur in-between micro saccades. During the drifts the�xation point moves

across a dozen photoreceptors. Drifts have been reported tobe conjugate,i.e.,

they exhibit a relationship in the two eyes. Micro saccades are small, fast, jerky

eye movements that correct for displacements in eye position produced by drifts

and return the eye back to the �xation target. The �xation point is carried across

a range of several dozen to several hundred photoreceptor widths in approximately

25 ms. Micro saccades are also found to be conjugate [84]. Micro saccades can be

suppressed for certain tasks and they are controlled by the same part of the brain

that controls the voluntary saccades (i.e., fast movement of the eye) [90].

7by which the refraction and the axial length of the eye tend tobalance each other to produce
emmetropia, i.e., opposed to hypermetropia, myopia and astigmatism.
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1.5 Eye Tracking

Eye tracking is measuring either the point of gaze or the rotation of the eye with

respect to the measuring system. Eye tracking can be done either invasively by

search coils8 or electro oculography9, or non-invasively using optics and video

cameras [91]. In the last century eye tracking was mostly used as a tool to study the

cognitive processes of human activities. More recently theintegration of video eye

tracking into human computer interactions has become an active area of research

[92].

Video eye tracking can be done with visible or infrared radiation. In visible

spectrum eye tracking, the ambient light reected from the eye is captured and the

contour between the iris and the sclera (white and opaque outer layer of the eye) is

tracked. In infrared eye tracking, the pupil is the source ofcontrast in the image.

Although the sclera and iris both strongly reect infrared, only thesclera strongly

reects visible light and therefore it is used in visible spectrum imaging. Infrared

eye tracking is more advantageous for several reasons. First, infrared radiation is

not perceivable by the subject and does not cause discomfort. Second, the pupil

contour is smaller and more sharply de�ned than the contour between the iris and

the sclera and it is less likely to be occluded by the eyelids [93].

Infrared video eye tracking has two approaches - active and passive or, in other

words, bright and dark pupil tracking. In active infrared eye tracking, the pupil

is illuminated with a source on the axis of the camera and the eye where the light

is reected back by the photoreceptors and the pupil is the brightest part of the

image [94, 95, 96]. In the passive approach, an o�-axis source illuminates the pupil

and the pupil appears to be the darkest part of the image. In this case the �rst

surface reection of the illumination source o� the cornea is visible.

When the light is shone into the eye it is reected not only at the front surface

of the cornea but also at the back of the cornea and at the frontand back of the
8coils embedded in the tightly �tting contact lens that adher es to the eye
9measuring the resting potential of the retina using a pair ofelectrodes
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crystalline lens. These four reections are called Purkinje images and the technique

that uses the relative position of the �rst and fourth Purkinje images to estimate

the rotation of the eye is called dual-Purkinje-image eye tracking. This method

can have< 10 precision, span a� 20� �eld of view and can be as fast as 400 Hz

(Crane and Steele, 1985; Muller et al., 1993). Information regarding the rotation

of the eye is useful and integrating such a system in the retinal imaging system is

our future goal.

Video eye tracking has a wide range of applications. In terms of a subject's

integration into the system, video eye tracking can be classi�ed into three: head-

supported, head-mounted and remote eye tracking systems. The head-supported

systems use a chin rest to stabilize the subject's head. Eventhough the subject

has a restricted freedom of movement, these systems can not preclude minute

head movements of the subject. In head-mounted systems, theimaging system

is mounted on the subjects head by means of a helmet [93, 97, 98]. Remote eye

tracking is the most challenging of the three and has applications in areas of human

computer interaction, security, and others. In this case, the subject is restricted

to a relatively con�ned area but is free to move [99, 100, 101,102, 103, 104, 105,

106, 107]. Eye tracking also plays an important role in refractive eye surgeries.

The di�erence between an eye tracking and a pupil tracking system is that

a pupil tracker only follows the center of the pupil in the video of pupil images

whereas an eye tracker provides information on the rotationof the eye [108, 109].

Commercial eye trackers aim to track the eye movements in a wide �eld of at

least � 40� where the pupil tracker that will be described here seeks only to follow

�xational eye movements which span� � 10� of visual �eld.

1.6 Pupil tracking for adaptive optics

Adaptive optics consists of any tool that can be helpful in compensating for the

changing aberrations. Based on the hypothesis that a signi�cant part of the aber-
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ration changes with respect to the wavefront sensor are due to eye movements, in

this research our aim was to use pupil tracking as a part of theadaptive optics

system.

In retinal imaging, a single frame acquired in a short exposure time may be

without any motion blur caused by eye movements but has a highlevel of noise

due to the scatter from di�erent layers of the retina and detector noise. If many

images are acquired in a sequence there is a good chance that there will be images

exposed during a micro saccade and show nothing but blur. When those images

are eliminated and the remaining images without motion blurare averaged with a

registration program which aligns them using cross correlation10, the signal coming

from the cones add up and the background noise is averaged out; as a result the

signal to noise ratio of the �nal composite image of many di�erent frames is higher.

This is possible because the cones are common but the background noise is not

common in all the images, so when they are summed up, the resulting composite

image will have a more homogenous, low frequency noise in thebackground and

brighter cones. The low frequency noise then, can be eliminated by applying Fast

Fourier Transform and appropriate mathematical �lters [110].

Figure 1.7 shows a di�erent approach in which there was an active retinal

tracker to compensate for eye movements during image exposure [111].

In Figure 1.7 - a, the sequence of 52 images acquired without retinal tracking

were averaged including the images with motion blur. Figure1.7 - b shows that

if a tracker compensates for the eye movements during exposure of the image, the

averaged composite image of 67 frames without image registration or exclusion of

any frames can result in a better image where cone mosaic is revealed. In addition

to retinal tracking during image exposure, if image registration is applied to the

same sequence of frames to compensate for the tracking errors, the result is much

more better, Figure 1.7 - c. Figure 1.7 - d compares the line pro�les of three cones

indicated in (c) with the same cones of a single frame of the sequence of acquired

10a measure of the similarity of two wavefronts
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Figure 1.7: Images acquired by a scanning laser ophthalmoscope equipped with
adaptive optics and retinal tracking (courtesy of Hammeret al. [111]). (a) Co-
addition of images that were acquired without tracking (52 frames), (b) with track-
ing (67 frames), and (c) with both tracking and image registration (67 frames).
(d) Comparison of line pro�les of three cones that were indicated in the composite
image (c) with a single frame which was not shown here.

67 images. Although the single frame that is compared is not shown here, in

the Figure 1.7 - d it can be seen that the cones of the average ofthe 67 images

have smoother line pro�les [111]. In their recent paper Fergusonet al. [65] further

con�rmed that real time tracking could signi�cantly improv e stable overlap and ef-

�ciency of sequential adaptive optics scanning laser ophthalmoscope image capture

by limiting the magnitude of eye movement excursions. Integration of adaptive

optics to the retinal imaging modalities reduced the transversal pixel size making

image quality more vulnerable to eye movements as pointed out by Podoleanuet

al. [112] in their review on combinations of retinal imaging techniques. Trackers

can be used to compensate for the eye movements real time as well as the move-

ments can be predicted in healthy eyes as Aureaet al. [113] showed in their recent

study.

There have been several studies on dynamics of the ocular aberrations to es-

timate the necessary rate of an adaptive optics system to compensate e�ciently;

however, very little attention was given to the e�ect of eye movements on those
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changes. Aberration changes mainly were described by tear �lm or lens uctua-

tions as correlated with periodic cycles of the cardiopulmonary system11 [52, 114,

21, 48, 42]. In general it was found that the magnitude of the uctuations dimin-

ished with the increasing order of the aberrations in terms of Zernike polynomials

[40, 115]. In their paper Hoferet al. [52] proposed that an adaptive optics system

which worked at a closed loop rate of 2Hz would be su�cient to produce images

with high resolution and faster systems would not be bene�cial. This was proba-

bly due to the fact that they were concentrating on a low orderaberration which

dominated any other higher order aberrations, the defocus which was a result of

the crystalline lens uctuations at the heart rate. Later onSantanaet al. [114]

argued that faster adaptive optics would be bene�cial.

High resolution retinal imaging systems with adaptive optics have not yet been

available for clinical use because of the high cost and complexity of the systems.

E�ciency of the adaptive optics depends highly on the alignment of the subject's

eye with respect to the system and this becomes the weak pointof device, which

has to be reliable. Best results of current adaptive optics systems were acquired

with subjects who can �xate their eyes well and using not onlya chinrest but

also a bite bar to stabilize the head movements. In comparison to the young and

healthy test subjects of the research systems, in the clinicthe subjects are from all

ages of which the children and elderly �nd it hard to �xate anduncomfortable to

use a bite bar. Also in some of the diseased conditions of the eye, eye movements

become much more extreme and make it harder to correct for theaberrations,e.g,

age related macular degeneration.

E�ect of translations on the high order aberrations with respect to a measur-

ing system, have been studied for di�erent purposes. For instance Guirao et al.

[116, 117] looked into the e�ect of decentrations of a contact lens when it is used

to correct for not only primary but also high order aberrations. They pointed out

that higher order aberrations are more sensitive to shift and they generate lower

11consists of the heart and the lung
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order aberrations. They proposed a selective correction ofhigher order aberra-

tions, meaning to compensate for the higher order aberrations that would not

produce more aberrations when they are decentered. Another interesting study

on decentrations was concerning myopic post-lasik refractive surgery subjects by

Moreno et al. [118]. They highlighted the importance of eye tracking during lasik

operations and showed that coma aberrations were induced post-surgery in linear

relation with the error of the refractive correction i.e. the decentration of the

formed pattern on the cornea.

In contrast to using retinal tracking to stabilize the retina during retinal image

exposure as shown above, our approach is to use pupil tracking as a part of the

adaptive optics system; to stabilize the pupil with respectto the deformable mirror

during the correction of the eye's aberration, see Figure 1.8.
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wavefront
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Wavefront
Sensor

Deformable
mirror

Adaptive optics 
control 1

Deforff m
mirror

F1

Pupil
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F2

Adaptive optics 
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Figure 1.8: Schematics of a basic adaptive optics system with pupil tracking as
adapted from Figure 1.3 with the addition of the pupil tracker, a second �lter (F2)
and the control algorithm based on pupil tracking that updates the deformable
mirror.

Although a pupil tracker can be used in many di�erent ways in anadaptive

optics system, the aim of this research was to update the deformable mirror with

the information coming from the pupil tracker and compensate for the shift of the

pupil that happened during the wavefront sensing. The wavefront sensor measure-

ment takes a certain time, but by this way the deformable mirror is aware of the

pupil and the wavefront shift in between the start of the exposure of the wavefront
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sensing camera and the outcome and it can update the measurement and produce

a shifted correction, Figure 1.9.

Deformable
Mirror

Shifted eye

Figure 1.9: The deformable mirror corrects for the aberrations of the eye (left)
and updates the previous correction when the eye is translated (right).

A commercial clinical device has to be cost e�ective and optical technology has

always been a matter of trade o� between speed and precision.The pupil tracker in

a retinal imaging system with adaptive optics does not require any extra hardware;

it uses the standard camera that is used for the alignment of the eye with respect

to the system. Using a fast pupil tracker may help compensate for changes in the

aberrations using a not-so-fast wavefront sensor which hasa high precision.
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Chapter 2

The Adaptive Optics Flood

Illumination Retinal Camera

The adaptive optics retinal camera is a compact ood illumination system1 that

produces high resolution images of the human retina and is designed for clinical

research, see Figure 2.1 [4, 119, 120, 121, 122].

Figure 2.1: The adaptive optics ood illumination retinal camera is comprised of
the instrument head, patient chinrest, the power supply forthe deformable mirror
(small box on the table) and a PC running on Windows XP installed with the
retinal imaging software. On the computer screen of the retinal camera the image
provided by the pupil camera that is used for eye alignment and the image of the
retina in real time can be seen.

Viard et al. [122] described the system in detail in their recent work: the

1the light is sent at once in a large �eld of view and reections from all the layers of the retina
are received
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system is comprised of seven di�erent optical paths: four for illumination, one for

analysis and two for imaging as illustrated in Figures 2.2 and 2.4.

As described in Figure 2.2, for illumination, an 850 nm LED (R-IL) is used

to provide a uniform 4� � 4� ood illumination �eld on the retina, a 750 nm

super luminescent diode (A-IL) is used to create a point source on the retina for

wavefront sensing and an array of ten 850 nm LEDs to illuminate the iris uniformly

are used, where an organic light emitting diode miniature monitor (FIX) served

as the �xation target.

Figure 2.2: Illumination system of the retinal camera wherethe illumination source
for the retinal imaging (R-IL), illumination source for wavefront sensing (A-IL),
�xation target (FIX), Badal, lenses (L), beam splitters (BS), retina (r) and pupil
(p) are shown as appropriate [122].

Total irradiance during imaging was measured as 2.4mW
cm2 on the cornea and

0.09 W
cm2 on the retina certifying this system as a group I device (no potential

hazard) under ISO 15004-2:2007 [123], see Appendix B.

A low noise CCD camera (R-CCD) which had 1392� 1040 pixels imaging area

was used where one pixel on the camera plane corresponded to 1.6 � m on the

retina, see Figure 2.4. The exposure time of the camera is 9 msand it takes 105

ms in total to acquire a retinal image. The image beam reectso� the magnetic

deformable mirror (mirao 52e, Imagine Eyes, France) which is conjugated with the

pupil before reaching the CCD for adaptive optics correction.
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The control of the surface of the deformable mirror is accomplished by sending

appropriate voltages to each actuator as calculated by the control algorithm based

on wavefront sensing which assumes a linear response of the membrane. The 52

actuators are placed in an� 17 mm diameter area where the mirror surface covers

an area of 15 mm diameter. In this prototype the deformable mirror had the

diameter decreased with a diaphragm further to� 12 mm with a goal to test the

e�ect of pupil size to the image resolution, see Figure 2.3. Reducing the area of the

mirror decreases the amplitude and stroke of deformation and also the resolution

because of the less number of actuators. The relationship between the applied

current and the force exerted on the membrane is linear. The deformable mirror

can work with bandwidths up to 200 Hz.

Figure 2.3: Magnets are glued under the membrane mirror which is above the
coils that (when given the appropriate voltages) generate magnetic �elds, pushing
or pulling the magnets (left). The coils or actuators are distributed on a circular
area of� 17 mm diameter; dashed line shows the mirrored area, dotted line is the
mirror area used for the experiments with the help of a diaphragm, courtesy of
Fernandezet al. [62].

Execution of an adaptive optics loop proceeds as follows: �rst the measured

wavefront is compared to the selected target wavefront and the di�erence, called

residual, is multiplied by the control matrix, obtaining a set of voltage increments.

These increments are added to the previous applied voltage set. Before summation,

the increments are attenuated by a gain factor, preventing overshooting of the

signal which might cause instability and divergence. Working with increments

prevents divergence due to a wrong wavefront measurement, perhaps produced

by blinking etc. The procedure is repeated continuously, inclosed-loop, until the
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residual is stabilized to the smallest possible value.

Figure 2.4: Imaging system of the retinal camera where the deformable mirror
(DM), the wavefront sensor (sensor), CCD camera for retinalimaging (R-CCD),
Badal, lenses (L), beam splitters (BS), retina (r) and pupil(p) are shown as ap-
propriate [122].

The reection of SLD at 750 nm from the retina is analysed by the wavefront

sensor (HASO 32-eye, Imagine Eyes, France) as seen in Figure 2.4. It measures

the slopes of the aberrated wavefront over an array of 32� 40 lenslets separated

by 114 microns with a 4.6 x 3.6 mm2 area on the CCD. The reection of the light

source o� the cornea is prevented by o� axis illumination andits large dynamic

range of� 20D is largely due to the short focal length of the lenslets.

Imaging of the pupil is done using a CCD and a frame grabber. Each of the

optical paths has a Badal system to compensate for the eye's refractive error from

-10 D to + 8 D, leaving the deformable mirror stroke fully available to compensate

for astigmatism up to 5D, strong eye optical defects and to focus the image at

di�erent layers of the retinal microstructure.

Figure 2.5 shows the system with an emphasis on adaptive optics components.

In an ordinary adaptive optics system there are three interacting elements; the

wavefront sensor, the deformable mirror and the control algorithm based on wave-

front sensing. In this retinal camera there will be two more adaptive optics com-

ponents; the pupil tracker and the adaptive optics control based on pupil tracking,

see Figure 2.5.
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Figure 2.5: Adaptive optics system of the retinal camera, where the deformable
mirror can receive wavefront information from both the wavefront sensor and the
pupil tracker measurements.

There are a few topics to mention regarding the performance and the error

sources of the adaptive optics of the system. Firstly, the magnetic membrane

deformable mirrors were found the most suitable for ocular applications in a study

made among some of the deformable mirrors that were available on the market

[124]. The membrane of the mirao 52e is virtually not clampedfrom the edges

(clamping diameter is 30 mm; two times the used area), this isan advantage

because when the edges are not free to move the aberrations atthe edges cannot

be formed successfully. With a clamped membrane only 60% of the total area can

be used; a few modes have to be sacri�ced to decrease noise as ocular aberrations

increase towards the edges [125, 126].

The deformable mirror's ability to represent each aberration independently

depends on the exibility of the surface and the actuator geometry. The set of

Zernike polynomials that represent the aberrations can never be perfectly repro-

duced because the actuators of the deformable mirror and therefore the minimum

set of independent functions that can be exactly reproducedby the exible surface

is �nite [81]. Because of this when simulating a certain Zernike polynomial, some

other Zernike polynomials also appear, which is called modecoupling or cross talk;

a well known problem typically occurring with deformable continuous membranes
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in the generation of surfaces. Another unwanted a�ect is the oscillations after the

application of a step command which is due to the continuous surface and the mag-

nets attached to the thin membrane. The oscillation time canbe reduced from 15

ms to 5 ms by applying appropriate voltage curves [127, 68]. In the retinal camera

prototype that is used in the course of this research a deformable mirror driver

that sends step voltages was used; as a result the response time of the deformable

mirror was 15 ms.

The Haso 32-eye wavefront sensor has a wide dynamic range to cover large

ocular aberrations with the help of its short lenslet focal distance. A criticism

regarding the adaptive optics system of the retinal camera could be regarding

the resolution of the wavefront sensor. One may argue that the 32� 40 lenslet

wavefront sensor is sampling too much for a 52 actuator deformable mirror. A

large number of lenslets means the part of the wavefront thatis sampled by one

lenslet resembles a tilt more, improving the estimation [55]. It must be taken

into account that the total light power that is sent to the eye has to be higher

with a large number of lenslets. Speckle which is a result of coherent light was

another factor that a�ected wavefront sensor measurements. Using an SLD, a light

source with wider bandwidth than a laser and relatively longer exposure times (30

ms minimum) so that the eye movements average out the specklewere solutions

applied in this system.

Wavefront sensor measurements are subject to the error related to the unwanted

reections of the light sources from the lenses on the optical path and cornea.

Appropriate �lters were used to stop other wavelengths reaching the wavefront

sensor and the SLD was used o� axis. The o� axis use of the SLD widens and

attenuates the reection from the cornea and the central lenslets are free from

reection which is important for the accuracy of the software. On the other hand

although it is assumed that the retina is a perfect di�user and the aberration of

the incoming light source is cancelled, the o� axis SLD produces some unwanted

astigmatism and coma on the �rst path before reaching the retina. Also if the
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pupil of the subject suddenly gets smaller, or moves away theSLD beam can be

out of the range of the pupil boundary easily because it is already close to the

edge. The optical bench ocular adaptive optics set-ups use wide, o� axis spherical

mirrors to prevent those deections but this is not possiblefor a device which has

to be compact [128, 129]. Another advantage of using spherical mirrors instead of

lenses is that they do not produce chromatic aberrations. Inour case achromatic

doublets are used, although this is not a very big problem since we do not use

polychromatic light like optical coherence tomography systems.

Once the slopes data of the angular ray deviations are acquired, they are used

directly to calculate the voltages for the deformable mirror; reconstruction of the

residual wavefront is not a part of the adaptive optics algorithm. Reconstruction

of the measured wavefront can be e�ectuated outside the adaptive optics loop from

the same slopes data if desired. In this thesis we will reconstruct the measured

wavefronts and calculate the RMS of them to evaluate the success of the aberration

correction. We will use both zonal and modal reconstruction, �rst of which is a

discrete method based on iterations and may have �tting errors and second of

which can provide RMS of individual Zernike modes but con�ned to a circular

pupil and results in the loss of data in the case of non-circular pupils [130].

In the adaptive optics system of the retinal camera tilt terms are not corrected

for by the deformable mirror. Defocus term is corrected but also can be modi�ed

either using the deformable mirror or the Badal to be used as away to look at the

di�erent layers of the retina.
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Chapter 3

The Pupil Tracking System

The pupil tracking system was developed outside the adaptive optics retinal camera

in a separate set-up. The adaptive optics retinal camera made by Imagine Eyes

had an eye camera to help the user align the subject's eye withrespect to the

system, and it was this camera that was used to acquire live eye images to track

the pupil when it was adapted to the retinal camera. The pupiltracking system

that is described here was made of the same type of camera for image acquisition

and the same optics for pupil conjugation.

3.1 Hardware

The pupil tracking set-up was comprised of a CCD camera, an objective and a

doublet for image formation, an array of ten near infrared LEDs with a mean

wavelength of 950 nm to illuminate the eye and a standard ophthalmic chinrest

to stabilize the subject's head, see Figure 3.1. A frame grabber is also a part of

the hardware and is used to retrieve and digitize analog signals1 from the CCD to

input to the pupil tracking software for further processing. Table A.1 in Appendix

A gives detailed information on the components.

The adaptive optics retinal camera had several light sources most of the time

1time varying signal of any type of variable. Digitization of analog data means it's conversion
into binary code, which uses binary digits - bits which are either 0 or 1. The sequences of 0s and
1s that constitute information are called bytes.
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on the same optical path ending up at di�erent detectors. To prevent interference,

all of the imaging components were synchronized in time and di�erent wavelengths

of light sources, appropriate �lters and several beam splitters were used. The LED

array stands on a LED holder which is normal to the optical axis, see Figure 3.1.

Because of the 5% relative sensitivity of the CCD at 950 nm andthe existence of

�lters and a beam splitter on the pathway, the light that reaches the CCD is as

low as 1% of the light that reects o� the pupil.

To  the
computer

CCD Objec!ve
f35 Achroma!c

Doublet
f100

The eye

LEDs

Figure 3.1: (right) The pupil tracking set-up schematics and (left) acquired image
of the model eye in the case of an ideal illumination and its histogram of grey
levels.

The distance of the LEDs to the optical axis and the eye was notarbitrary; the

LED array was situated below far enough to avoid primary reections from the

cornea; bright spots on the dark pupil prevents the algorithm working e�ciently,

Figures 3.1 and 3.2. The pupil tracking algorithm ideally requires a uniformly

and well illuminated eye image of which the pupil is the darkest part, see Figure

3.1. Figure 3.2 shows the image of the model eye and its histogram when it was

illuminated with high power. The iris of the eye is white because the LEDs were

too bright and primary reections of are visible due to the position of the LED

array.

Firstly being two arrays, one below and one above the opticalaxis, after re-

alising that the light from the array above did not arrive at the eye due to the

facial features only one array of LEDs below the optical axiswas kept. The LEDs

were carefully positioned in the LED holder socket strips using a hot melt glue

gun in an inclined manner to point to slightly back of the object plane to form a
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The eye

LED  60cm below

LED  10cm 
below

LED  10cm above

Figure 3.2: (right) The photograph of the pupil tracking set-up and (middle)
schematics showing the formation of specular reections bythe LED array when
they were placed 10 mm below the optical axis. (left) The image of the model eye
and its histogram of grey levels where specular reections of the two LED arrays
can be seen as they were positioned 10 mm above and below the optical axis.

homogenous illumination across the desired area on the faceof the eye. Finally,

the set-up was tested for ocular safety and was found under the limits, for more

information see Appendix B.

3.2 Software

3.2.1 The algorithm

The software was written in C++ language by S. Berthier and R.Gillet, two intern

students, from an algorithm which was developed at Imagine Eyes in the previous

years. My task was to develop the hardware, calibrate, test the software and use

the system. The aim of the software was to track the pupil center of the acquired

eye images in real time, following the steps described below.

Histogram Calculation

The �rst thing done by the algorithm is to produce a histogramof the eye image.

Under uniform illumination, the eye images have the following characteristics: a

pupil which is always the darkest part of the image and the lighter iris which has

a wider distribution of grey levels. Histograms of such eye images are always like

in Figure 3.3.
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Figure 3.3: Histogram of an eye image produced by the pupil tracking algorithm.

Calculation of a threshold for binarization

Once the histogram is made, the most important information that can be derived

from it is the grey level of the pupil peak which is always the highest peak in

the histogram, Figure 3.3. When this is known, the next step is to estimate the

threshold, the grey level of the border of the pupil, which isused to classify the

pixels of the image into two; those who belong to the pupil andthose that belong

to the iris. For a better functioning of the algorithm the threshold is de�ned as,

Threshold = Pupil peak + O�set.

The adaptive optics retinal camera was designed to be used byhealth profes-

sionals and therefore it had to be as automated as possible. Because of this, the

pupil tracking algorithm had to have a pre-de�ned o�set value which was appli-

cable to most of the population. A survey showed that indeed under the same

illumination, histograms of pupil images have very similarpupil peak and o�set

levels, see Figure 3.6 in Section 3.2.2.

Dynamic windows

Calculation of the threshold is followed by a search within the image for those

points of transition from pupil to iris and vice versa. To save time, the area of
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Figure 3.4: Drawing illustrates the steps of detection; dynamic windows, cen-
tral and symmetric �ltering, the white contour showing the detected pupil border
points after central and symmetric �ltering.

the image that is processed is limited into two windows, one for the left border

of the pupil and one for the right, Figure 3.4. The window width was calculated

for maximum number of detected border points with minimum processing time for

pupils with diameters from 6 to 9 mm; the processing time of the algorithm is � 2

ms per frame. The algorithm can follow the pupil within a frame of � 3 mm, both

on x and y axis without being prevented by the eye lids; a covered upper or lower

pupil border does not a�ect the measurements.

Binarization and detection of borders

Within the two windows, if the intensity value of a pixel is above the threshold,

it is converted to white, and if it is below the threshold, it is converted to black

demonstrating the right and left pupil borders. After detection of pupil borders,

the border points that are not conjugate on both left and right borders on a

horizontal line are eliminated in order to avoid image artefacts, Figure 3.4.

Central Filter

The aim of this �lter is to eliminate the detected points that do not represent the

pupil border. First, the centers of x - coordinates,xcenter of each pupil border pair

are calculated. Second, the median of these centers,xmedian is found which is a
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primitive estimation of the pupil center on x axis, Figure 3.4. The center of the

pupil border pairs are presumed to be within a central �ltering area with a width

of � x, and only the pairs with centers within this area are kept,

xcenter 2
�

xmedian �
� x
2

; xmedian +
� x
2

�

: (3.1)

There will also be a pre-de�ned width of � x, i.e. central �ltering width which is

the subject of Section 3.2.2.

Preliminary detection of pupil border minimum and maximum

Among the detected border points the ones at the far left and the far right are

accepted as the x coordinates of the right and left peaks of the pupil borders for

maintenance of dynamic windows, Figure 3.5. The position ofthe left and right

window is set to be at a speci�c distance from these preliminary detected pupil

border peaks. In this way the windows follow the pupil as it moves dynamically.

Symmetric �lter

This �lter equalizes the number of detected pupil border points below and above

the preliminarily detected pupil border peaks because a parabolic �t that is per-

formed on points symmetrically distributed better estimates the pupil border,

Figure 3.4, 3.5.

Parabolic �t

This part of the algorithm estimates af right (x; y) and f lef t (x; y) parabola equation

for the right and left pupil border based on the detected pupil border points, Figure

3.5. x coordinates of the minimum or the maximum of a parabolais found by

solving the derivative equation, d(f )
dx = 0. Calculation of the coordinates of the

right and left pupil border peaks, (xright ; yright ) and (x lef t ; ylef t ), are followed by
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Figure 3.5: Parabolic �ts f right (x; y) and f lef t (x; y) to the detected points.

the calculation of the center and the diameter of the pupil by,

(xcenter ; ycenter ; D) =
� xright + x lef t

2
;
yright + ylef t

2
; xright � x lef t

�

: (3.2)

3.2.2 Estimation of the o�set and the central �ltering width

The most e�cient o�set and median values may be di�erent for each subject also

it may di�er instantly depending on the illumination, pupil size, or the position of

the eye lids for example. It is possible to do calculations toestimate the best values

in real time for each image that is acquired but this would be time consuming. Our

strategy was to estimate the error related to those values and if possible pre-de�ne

the values for the general population to facilitate the use of the device in a clinical

environment automatically.

The o�set

The threshold value which is used to di�erentiate the pupil from the rest of the

image is the sum of the grey level of the pupil peak and an o�setvalue, Section

3.2.1. A survey was made among 7 female and 14 male healthy European and

African origin aged 31� 8 in average, under a de�ned illumination level in which
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eye images and their histograms were recorded, see Figure 3.6. TT TT TT TT

TT TT tttt TT TT TT TT TT TT TT TT TT TT TT TT ttt TT TT

Figure 3.6: Eye images captured at the same illumination for22 subjects. First
three rows belong to colored eyes except the last two images on the right on the
third row which belong to two dark colored eyes of African origin. The rest of the
images belong to brown eyed Europeans. The last two images atthe sixth row on
the right were taken when the illumination was obscured by facial features or was
not bright enough. The rest of the images are the histograms produced by the
pupil tracking software from the eye images respectively. The last two histograms
show how the histogram changes if the illumination was obscured or not bright
enough.
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Examining the histogram of an eye image, the best o�set valueor the best

point of threshold which is the point where the pupil ends andthe iris starts can

be seen subjectively, Table 3.6. It is de�nitely using this optimum o�set value

that the pupil tracking algorithm can calculate the position of the pupil center

most accurately. As the pupil tracking algorithm can detect pupil center on both

recorded and live images, among ten of the recorded images, positions of the pupil

center were calculated using di�erent o�set values. The error of the pupil center

calculation was estimated by their di�erence from the pupilposition calculated

using the optimum o�set value which was speci�c to each eye image. Figure 3.7

shows that pupil center position may vary� 4 � m for o�set values starting from

10 to 70. The standard deviation of the error distribution was lowest at the o�set

value of 25 which was then accepted and used as the pre-de�nedo�set value of the

algorithm.
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Figure 3.7: Ten images from the survey were used to estimate the o�set value
which �ts to all eye types.

The central �ltering width

In the previous section the central �ltering was described.It eliminates the de-

tected pupil border points which do not actually belong to the pupil borders. To

estimate a pre-de�ned central �ltering width (in pixels) for the algorithm again
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one of the recorded eye images was used. The pupil center position was calculated

using the software for central �ltering widths starting from 3 to 18 pixels and for

o�set values from 10 to 70 grey levels. Figure 3.8 shows the calculated pupil center

position as the radial distance from the bottom left corner of the eye image. The

central �ltering width had no signi�cant e�ect on pupil posi tion calculation where

a central �ltering width lower than eight pixels is slightly erroneous. A central

�ltering width of 10 pixels was accepted as the prede�ned value.
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Figure 3.8: Central �ltering with less than eight pixels width gave slightly di�erent
results while the central �ltering width bigger than and equal to eight pixels had
no signi�cant di�erence.

3.3 Performance

3.3.1 Accuracy and Precision

The accuracy of a measuring system is de�ned as its ability toprovide a value

close to the true value of the measured. Accuracies of commercial eye tracking

systems are expressed as the mean measurement error in degrees; the smaller the

error the higher the accuracy. As the pupil tracker does not measure rotation

of the eye in degrees but measures the position of the pupil center (with respect

to the bottom left corner of the acquired images) in microns,the accuracy of
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the system is expressed in terms of the mean measurement error from a known

position in microns. Precision or repeatability of the pupil tracker will be expressed

as the standard deviation of the measurements from the average value of the

measurement.

Motion controller stages and a model eye2 that produces an image histogram

that closely resembles the image histogram of a real eye wereused for the tests.

The model eye was attached to a stage which was itself attached to a second stage

forming x and y axes on a plane normal to the optical axis of thepupil tracking

system.

The 2 � 5 mm2 active area of the CCD corresponds to 6� 14 mm2 on the

object plane due to a magni�cation factor of 0.34. If an eye with a 7 mm pupil

moves away from the center more than� 3 mm on the x and y axes it will be

out of the range of pupil tracker's capability of taking measurements because the

pupil tracking algorithm requires left and right pupil borders to be visible in the

eye image. To estimate the mean error in the pupil tracking measurements we

measured the pupil position of the model eye every� 12 ms during� 13 s at 25

di�erent positions within two di�erent central square areas of 1 mm2 and 2 mm2.

The mean and the standard deviation of these data,
�

�x; �y; �D
�

� (� x; � y; � D) at

each point were calculated. Table 3.1 shows the mean error and standard deviation

in detection of the radial pupil position,i.e.,
p

x2 + y2, and the pupil diameter for

the central squares of 1 mm2 and 2 mm2.

Mean Standard
Error ( � m) Deviation (� m)

Pupil position (� 1 mm range) 6 2
(� 2 mm range) 11 8

Pupil diameter (� 1 mm range) 18 1
(� 2 mm range) 28 1

Table 3.1: Mean errors and maximum standard deviation of radial pupil position
values of 25 sets of data points within central squares of 1 mm2 and 2 mm2

On the x axis the pupil tracker is more accurate and precise and the detection

2see Appendix C, Figures C.1 and C.2
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continues until one of the pupil borders is out of the image frame. Although not

shown here separately, most of the error in the measurementsand the lack of

precision was due to the detection of the y axis because it required a parabolic �t

to the data. x axis coordinates had the standard deviation of1 � m in general, so

did the pupil diameter measurements. Pupil diameter measurements had< 1 � m

error in the central 500� m region but as the eye goes away the error increases.

The algorithm was more accurate within the central� 1 mm region mainly

because when the pupil moves upwards and downwards the detected number of

pixels on the pupil borders decrease signi�cantly causing error. In average the

error related to the measurement was as low as 6� 2 � m but we have to keep in

mind that the resolution of the pupil tracker is one pixel, i.e. 4:65 � 100
35 = 13:2

� m for a single measurement on the object plane, 4:65 � m being the width of one

pixel on the CCD and 35
100 being the magni�cation factor of the system.

E�ect of Defocus

Although defocus is a temporary phenomenon which is quickly noticed and cor-

rected by the operator or by the subject, it is worth estimating the error related

to it. The histogram is the most crucial part of the algorithm: the quality of pupil

center detection highly depends on the sharpness of separation between pupil and

the iris. If the model eye is defocused along the optical axiswith respect to the

pupil tracker, the histogram of grey levels of the image has athicker baseline when

compared to the focused image. To estimate the error in detection, the pupil cen-

ter position was measured every� 12 ms during� 13 s while the model eye was

at 20 di�erent positions along the optical axis within a range of � 5 mm axially.

The error related to the defocus of the pupil image up to� 5 mm was less than

15� 4 � m.
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Precision of real eye measurements

Even though the model eye produced a good approximation of a real eye image,

in contrast, the human eye is restless by nature. Fixationaleye movements at

speeds of up to 100deg
s , a pupil which dilates and contracts continuously to adapt

the illumination and the minute inevitable movements of thesubject's head, all

make it harder to measure pupil position. The error or precision of the in vivo

measurements of the pupil center cannot be known directly asthere are no means

of knowing the actual value of the pupil position with respect to the eye camera.

However, mydriatic eye drops which dilate pupil and paralyzeaccommodation

temporarily can be used to estimate not the accuracy but theprecision of the

measurement indirectly. In such a case pupil diameterD becomes relatively stable

and standard deviation of the pupil diameter measurements,� D is related to the

standard deviation of the measurement of the x coordinates of the pupil center

� xcenter (Eq. 3.2) by this way:

xcenter =
xright + x lef t

2
; (3.3)

�xcenter � � xcenter =
�xright + �x lef t

2
�

q
� x2

right + � x2
lef t

2
; (3.4)

D = xright � x lef t ; (3.5)

�D � � D = �xright � �x lef t �
q

� x2
right + � x2

lef t ; (3.6)

� xcenter =
� D

2
; (3.7)

xright and x lef t being the x coordinates of the right and left pupil borders.

Tropicamide (1%)3 drops were applied in the left eyes of two volunteers. The

pupil center positionin vivo was measured every� 12 ms during� 13 s three times

just after application and then in 15 minutes intervals while the subjects �xated

their eyes to a target. Figures 3.9 and 3.10 show that the e�ect of droplets was

evident after 15 minutes as the pupils were dilated by� 2 mm and the standard

3Tropicamide is a neurotransmitter blocking agent that produces short acting dilation of the
pupil and accommodation paralysis.
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deviation of the pupil diameter measurements decreased abruptly and stabilized.
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Figure 3.9: Mean of the pupil diameter measurements of two subjects taken at
regular intervals after Tropicamide (1%) droplets were applied.
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Figure 3.10: The standard deviation of the pupil diameter measurements of two
subjects taken at regular intervals after Tropicamide (1%)droplets were applied.

Table 3.2 summarizes the mean and the standard deviations of30� 13 s series

of measurements in total for two subjects which were taken after the pupil diam-

eters were stable. The precision of pupil diameter measurement was the mean of

standard deviations for the two subjects; �D =
p

142+40 2

2 � 21 � m, which leads to

the precision of pupil center measurement �xcenter = 21
2 � 11 � m, assuming that

the magnitude of the pupil diameter was frozen and the standard deviations were

solely due to the pupil tracking system.
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Pupil Diameter Pupil Diameter
Before Tropicamide After Tropicamide

Subject A 6313� 153 (� m) 8002� 14 (� m)
Subject B 5900� 153 (� m) 7300� 40 (� m)

Table 3.2: Mean pupil diameter and standard deviations of two subjects before
and after Tropicamide (1%) application.

3.3.2 The time response

Rapid eye movements deteriorate retinal images in two ways.First, the aberrations

of the eye cannot be compensated for, mainly due to slow wavefront sensing in

the adaptive optics system and second, during the exposure,the image exposed is

spanning a vast area across the retina depending on the speedof the eye movement

resulting in a blurred image. The retinal imaging camera hasa 9 ms image exposure

time which results in at least �ve blurred images out of 40 recorded in an imaging

session. Those blurred images are ignored and the remaininghigh contrast images

are chosen for digital image processing. Having this relatively slow imaging camera,

there seems no advantage of being able to track rapid eye movements.

However it is useful to know the pupil tracking measurement error related to

rapid eye movements as a function of speed, to evaluate the correction of eye's

aberrations using adaptive optics and pupil tracking. For this purpose we needed

a platform in which the model eye could move rapidly in a controllable way. The

model eye was attached to a motor with the help of a mechanicalpiece4 which can

be attached to a motor arm, using which it was possible to place the model eye at

various distances from the rotation axis of the motor, see Figure 3.11.

The motor was an electric motor with linear voltage-to-speed relationship

whose true frequency of rotation could be estimated by two methods, either us-

ing the motor driver and an oscilloscope or by Fast Fourier Transform (FFT) of

the recorded pupil tracking data, both of which gave resultsthat were in good

correlation, see Figure 3.12.

It was not possible to measure the radius of rotation - distance of the attached

4see Appendix A, Figure A.1
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Figure 3.11: Attached to the mechanical piece the model eye can rotate with
di�erent radius of rotations around the axis of the motor arm.
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Figure 3.12: Correlation of the rotation frequencies measured from the motor
driver and derived from the FFT of the pupil tracking data.

model eye to the motor axis precisely when the motor was static. Although the

attachment points for di�erent radius of rotations of the mechanical piece were

known theoretically, the attachment of the model eye was notrobust enough to

be accurate at the micron level. The only way to know the radius of rotation was

by using the pupil tracking measurement data recorded during rotation. Radius

of rotation was equal to (r max � r min )
2 where rmax and rmin were the maximum and

minimum radial magnitude of the pupil center measured with respect to the bottom

left corner of the eye image in microns. At di�erent frequency and radius of

rotations, the position of the pupil were recorded every� 12 ms during � 13 s
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with a camera exposure time of 10 ms. Table 3.3 displays the estimated radius of

rotations.

8 Hz 28 Hz 48 Hz 67 Hz 88 Hz
Model eye at� 150 � m 156 � m 140� m 105� m 66 � m 22 � m
Model eye at� 200 � m 224 � m 203� m 156� m 108� m 37 � m
Model eye at� 300 � m 298 � m 265� m 205� m 127� m 36 � m

Table 3.3: The radius of rotations of the model eye were deduced from pupil
tracking measurements by(r max � r min )

2 , wherermax and rmin are the maximum and
minimum magnitude of radial position of the pupil center with respect to the
bottom left corner of the eye image.

Figure 3.13 shows the errors in estimation of radius of rotations based on pupil

tracking data. The lowest frequency of rotation that could be achieved by the
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Figure 3.13: Error in radius of rotation (rr) estimations for frequencies of 8-89 Hz
and radius of rotations of� 150, 200 and 300� m.

motor was� 8 Hz and the actual radius of rotation of the model eye was accepted

as the one calculated at this frequency. For the same frequency of rotation the

error of measurement for a model eye rotating with a bigger radius of rotation was

larger. In the same way the model eyes at the same radius of rotations with higher

frequencies of rotation introduced more error and deteriorated the perceived radius

of rotation by the pupil tracker, see Figure 3.14.

The error of measurement was related to the radius and frequency of rotation

quadratically, see Figure 3.13. It is reasonable to assume that the error of mea-

surement was proportional to the square of the speedv = 2�rf of the model eye,
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Figure 3.14: The pupil tracking data on x-y plane for increasing frequency of
rotations while the model eye was rotating at� 300� m and the camera exposure
time was 10 ms.

r and f being the radius and frequency of rotation respectively. Converting all

the data taken at various radius and frequency values into the speed of the model

eye,Error / v was plotted and a second degree polynomial curve was �t with a

correlation coe�cient of 0.99, see Figure 3.15.
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Figure 3.15: Error of radius of rotation (rr) estimation in relation to the tangential
speed of the model eye.

When the eye moved by less than 25mm
s the error of the measurement was less

than 15 � m which is close to the error of static measurements, see Figure 3.15.
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Now we will convert this units into the deg
s based on the Figure 3.16.

•€

feye

Figure 3.16: � is the angle of rotation of the eye which takes place around its center,
� is the �eld of view of the rotation, f eye is the focal distance of the refraction of
the eye.

The rotation of the eye takes place around its center, because of this a pupil

displacement of � x measured by the pupil tracker corresponds to the same dis-

placement on the retina. � x can be expressed in terms of angle of view� by

taking into account the f eye, the focal length of the eye,

tan(� ) =
� x
f eye

(3.8)

� = tan � 1(
� x
f eye

) (3.9)

This follows that a pupil movement at 25mm
s corresponds to 55deg

s on the retina,

when f eye was taken as 17 mm. The micro saccades were reported to have 10deg
s

mean speed and maximum speeds as high as 100deg
s whereas, the maximum speed

accepted for a drift is 0.5deg
s on the retina[84]. In conclusion it can be deduced

that the pupil tracker can follow drifts and micro saccades up to 50 deg
s speed with

its default accuracy and precision as long as they are withincentral � 5� range.

As the camera exposure time gets longer there is more blur in the image due to

movement, the pupil border becomes less sharp and error is inevitable. The image

exposure time also e�ects the input light level; a short exposure time requires more

power on the surface of the eye. Ocular safety concerns and the con�guration of the
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retinal camera do not allow us to use the eye camera at an exposure time less than

10 msin vivo because this would require signi�cantly higher light input. On the

other hand it is possible to perform experiments with an image exposure time of 2

ms using the model eye. Figure 3.17 shows that the amount of pupil tracking error

in measuring a moving eye is directly related to the amount oftime required for

image exposure of the camera and that the pupil tracker couldwork with almost

no error up to 60 Hz with a radius of rotation of 150� m which corresponds to a

model eye which moves by almost 60mm
s = tan � 1( 60

17) = 75 deg
s .
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Figure 3.17: The pupil tracking data on x-y plane for increasing frequency of
rotations while the model eye was rotating at� 150� m and the camera acquisition
time was 2 ms.

Assuming the pupil tracker was a linear system, its gain for rotational move-

ment would be calculated by,Gain = 10log(Powerout / Powerin ) where a 3dB de-

crease would correspond to the cut-o� frequency of rotationat which the output

power of the system was half of the input power, see Figure 3.18.

The input power of the system was directly related to the square of the radius

of rotation as the rotational kinetic energy of the model eyewas EK = 1=2I! 2

whereI =
P N

i =1 mi r 2
i was the moment of inertia,mi , r i and ! were the point mass,

radial distance of the point mass to the rotation axis and theangular velocity of the

model eye respectively. Output power of the system was square of the amplitude

of the FFT of the measurements which had the two peaks with equal amplitude
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Figure 3.18: Gain = 10log(Powerout / Powerin ) of the pupil tracker with the ac-
quisition time of 10 ms, the model eye at radius of rotation of150, 200 and 300
� m and with acquisition time of 2 ms, the model eye at radius of rotation of 150
� m.

on the frequency axis one being the mirror image. The amplitude of the FFT was

distributed to those two peaks so that total amplitude was their sum.

Figure 3.18 shows that there was a 3dB decrease of gain even before a frequency

of rotation of 20 Hz which did not comply with the results foundearly in this

section. With the same frequency of rotation a model eye which had a radius of

rotation of 300 � m was faster than a model eye which was at 150� m therefore

the pupil tracker was expected to have more error and a steeper curve for the

model eye which was farther but it was the opposite. The gain curve for the 2 ms

image acquisition time started below 3dB and had a tendency upwards for higher

frequencies which can be seen in the Figure 3:14 as the radius of rotation increases

by frequency of rotation. As a result it can be derived that ourassumption was

wrong and pupil tracker was a not a linear system.

3.4 Discussion

In conclusion we developed a pupil tracking system which is accurate and precise

in tracking �xational eye movements that are within � 5� �eld of view. The blur
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related to the long 10 ms exposure time of the camera was the major factor that

de�ned the traceability of a moving pupil by this system.

The pupil tracker can follow majority of the eye movements and in vivo mea-

surements had similar precision with the measurements donewith the model eye.
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Chapter 4

Adaptive Optics Control

Algorithm Based on Pupil

Tracking

In this chapter �rst, a brief introduction to the classical adaptive optics control

algorithm based on wavefront sensing, second, a description of the adaptive op-

tics control algorithm based on pupil tracking, then the results of simulations,

preliminary experiments done and the problems encounteredwill be given.

4.1 Adaptive optics algorithm based on wave-

front sensing

The adaptive optics system of the adaptive optics retinal camera consists of an

electromagnetic deformable mirror with 52 actuators and a Shack-Hartmann wave-

front sensor with 32� 40 lenslets, for speci�cations of the components see Appendix

A, Table A.2. The lenslet matrix has a rectangular shape only because it is easier

to �nd a rectangular CCD array than a square one, the pupil of wavefront sensing

is not elliptical; it is circular.

Typical outcomes of a Shack-Hartmann wavefront sensor measurement with
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Adaptive optics algorithm based on wavefront sensing

32� 40 lenslets are two separate data matrices containingsx ij and syij , the pro-

jections of � sij on x and y axes wherei = (1 ; 2; : : : ; 32) and j = (1 ; 2; : : : ; 40) are

the indices of the lenslet array, see Figure 4.1.

sx = [ ] 32� 40 ; sy = [ ] 32� 40 (4.1)

d

d

Syij

i,ji,j-1

i-1,j-1 i-1,j

 s ij

Sxij

Figure 4.1: Distribution of the Shack-Hartmann spots on the CCD as they are
generated by the two dimensional lenslet array whered is the diameter of the
lenslets, i and j denote the lenslet indices.

The slope vectors of a wavefront measurement is built fromsx and sy by,

s = [ sx1 ; sx2 ; : : : ; sxK ; sy1 ; sy2 ; : : : ; syK ]T1� 2K ; (4.2)

where K is the number of valid lenslets,K � 32 � 40 = 1280. The interaction

matrix IM of a wavefront sensor and deformable mirror pair is the assembly of

all slopes vectors that are measured and built after pushingand pulling of all the

actuators of the deformable mirror one by one,

IM = [ s1; : : : ; sm ; : : : ; sM ]2K � M
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2K � M

; (4.3)

where M = 52 is the number of actuators. The command vectorv holds the

voltages to be applied to the actuators of the deformable mirror,

v = [ v1; v2; : : : ; vM ]1� M : (4.4)

If the interaction matrix of the wavefront sensor and deformable mirror con�gu-

ration is known, the slope vectors of the wavefront produced by the deformable

mirror in response to the applied voltagesv can be estimated by,

s = IM � v: (4.5)

During adaptive optics correction, the control algorithm based on wavefront sens-

ing calculates thev to be applied to the deformable mirror from the slope vector

of the measured wavefronts each time,

v = IM y � s; (4.6)

using IM y which is the pseudo inverse of the interaction matrix calculated by

singular value decomposition1 becauseIM is not an invertible square matrix.

1an m � n matrix M is factorized of the form M = U� V � after which M y = V � yU � .
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4.2 Adaptive optics algorithm based on pupil track-

ing

The adaptive optics control algorithm based on pupil tracking works by approxi-

mating a unit shift on x and y axes for bothsx and sy data of a reference wavefront

measurementWF Ref . For sx , the unit shift on the x axis � xsx and the unit shift

on the y axis � ysx are produced by shiftingsx one row (of lenslets) to the left

and subtracting this from the initial sx and by shifting sx one column (of lenslets)

downwards and subtracting this from the initialsx respectively,

� xsx ij = sx i;j +1 � sx ij for i = 1; 2; : : : ; 32

� ysx ij = sx i +1 ;j � sx ij j = 1; 2; : : : ; 40: (4.7)

The procedure is repeated forsy to produce � xsy and � ysy,

� xsyij = syi;j +1 � syij for i = 1; 2; : : : ; 32

� ysyij = syi +1 ;j � syij j = 1; 2; : : : ; 40: (4.8)

Having acquired � xsx , � ysx , � xsy, � ysy, we can now construct the slope vector

for one unit shift on x axis � xs, and the slope vector for one unit shift on y axis

� ys,

� xs =
h
� xsx1 ; : : : ; � xsxk 0; : : : ; � xsxK 0; � xsy1 ; : : : ; � xsyk 0; : : : ; � xsyK 0

i T

1� 2K IM

� ys =
h
� ysx1 ; : : : ; � ysxk 0; : : : ; � ysxK 0; � ysy1 ; : : : ; � ysyk 0; : : : ; � ysyK 0

i T

1� 2K IM
;

(4.9)

whereK 0 � K and K IM depends on the e�ective pupil of the IM.

To demonstrate the method, a pure coma (y axis) aberration was formed using

the deformable mirror and the data matricessx and sy of the aberration measured

by a 32� 40 lenslet wavefront sensor were used, see Figure 4.2.
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- =

+ =

Figure 4.2: The coma (y axis) aberration data on 32� 40 lenslet array was shifted
one lenslet to the right and was subtracted from the originalyielding one unit shift
on x axis (top). Three lenslet shifted coma was produced by adding three unit
shifts to the original data, as wavefronts were built by zonal reconstruction from
the slopes data (bottom).

First, both sx and sy matrices were shifted to the right one column then these

matrices were subtracted from the originals, the results were the slopes data rep-

resenting one columns (of lenslets) shift on x axis, �xsx and � xsy. Next � xsx and

� xsy were multiplied by three and added to the original untouchedslopes data

matrices, sx and sy respectively. Three lenslets shift which corresponds to almost

1 mm of shift of the pupil on the object plane was only chosen tomake the dis-

placement visible to the reader. It has to be noted that our aim is compensating

for the displacements of the pupil smaller than the diameterof one lenslet. The

results were the slopes data for the three lenslet shifted coma aberration. The

wavefronts at each step were reconstructed by zonal reconstruction method using

the slopes data of both axes, Figure 4.2.

If f (x; y) was the polynomial representing a wavefront aberration, the slope

data of the aberration sx and sy would be approximately its partial derivatives

on x and y axis, @f
@x and @f

@y respectively. Calculating the one column (of lenslets)

shift on x axis, � xsx and � xsy in the adaptive optics control algorithm based on

pupil tracking is again approximating a further derivative, to acquire @2 f
@x2 and @2 f

@y@x

respectively. In a similar way the one row (of lenslets) shift on y axis, � ysx and

� ysy would be calculated by @2 f
@x@yand @2 f

@y2 respectively.

Figure 4.3 shows the plots of Zernike polynomials representing the coma aber-
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ration (y axis) f (x; y) = 3 y3 + 3x2y � 2y and its derivative on x axis @f
@x = 6xy in

cartesian coordinates, made using Matlab 7.5. The surface on the bottom right is

three unit shifted coma which is equal tof (x; y) � 3� @f
@x = 3y3 +3x2y � 18xy � 2y.

@
@x!

- =

Figure 4.3: Plots of polynomials representing coma (y axis)f (x; y) and its deriva-
tive on x axis @f

@x(top), subtraction of 3� @f
@x from f (x; y) yields f (x � 3; y) (bottom).

Although Figure 4.2 demonstrates the method using wavefrontreconstructions,

in the execution of adaptive optics algorithm, wavefronts are not reconstructed;

only the slopes data which is the derivative of the wavefrontaberration is used.

The command vectorv is calculated from theIM y and the slope vectors of the

last measured wavefront, and then it is applied to the deformable mirror.

In the adaptive optics control algorithm based on pupil tracking the command

vectors for the unit shifts for x and y axes are calculated only once at the beginning

of a correction by,

� xv = IM y � � xs

� yv = IM y � � ys; (4.10)

based on theWF Ref , the reference wavefront measurement.

If the pupil displaces (� x; � y) microns on the object plane as measured by the

pupil tracker, the wavefront would displace (� x0; � y0) microns on the wavefront

sensor plane and the displacement of the wavefront in terms of lenslets (a; b) is

62



Simulations done using human eye aberration measurements

calculated by, 2
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3

7
7
5 (4.11)

wherel is the pitch i.e., the distance between two lenslet centers. The
h

� y0
� x0

i
depends

on the optical set-up and is found by,

2
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� x0

� y0

3
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4

� x

� y

3

7
7
5 (4.12)

whereM is the magni�cation and R(� ) is the rotation of the wavefront as it reaches

the wavefront sensor.

Finally, the command vector to correct for a shift of the wavefront of amount

(a; b) on the wavefront sensor plane and the �nal command vector tobe applied is

calculated by,

� v (a; b) = a � � xv + b� � yv

v1 (a; b) = v0 + � v (a; b) ; (4.13)

wherev0 is the previous command vector applied to the deformable mirror.

4.3 Simulations done using human eye aberra-

tion measurements

A computer program was developed in Labview to simulate the error related to

the adaptive optics control algorithm based on pupil tracking using the wavefront

aberration data of ten subjects that were recorded with an aberrometer (irx3,

Imagine Eyes), for the algorithm of the program see Appendix D, Figure D.1.

First, two di�erent estimates of 2 to 5 rows or columns shifted measurement

data were generated using the control algorithm or directlyfrom the data. Their

di�erence was the slopes data of the error of the control algorithm to generate that
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shift, i.e., n
x sx ij and n

x syij ,

n
x sx ij = sx i + n;j �

�
sx ij + n � � xsx ij

�

n
x syij = syi + n;j �

�
syij + n � � xsyij

�
(4.14)

wheren = f 2; 3; 4; 5g; i = f 1; 2; : : : ; 32g and j = f 1; 2; : : : ; 40g, see Table 4.1.

(a) (b) (c)

N N N N N N N
N N N 1 N N N
N N 1 1 1 N N
N 1 1 1 1 1 N
N N 1 1 1 N N
N N N 1 N N N
N N N N N N N

N N N N N N N
N N N N 1 N N
N N N 1 1 1 N
N N 1 1 1 1 1
N N N 1 1 1 N
N N N N 1 N N
N N N N N N N

N N N N N N N
N N N N N N N
N N N 0 0 N N
N N 0 0 0 0 N
N N N 0 0 N N
N N N N N N N
N N N N N N N

Table 4.1: The slopes data showing the e�ective pupil of the measurement by 1
and N denotesnot a number . The initial slopes data (a), the one column (of
lenslets) shifted slopes data (b), and their di�erence which represents one unit
shift on x axis (c).

For instance to calculate2
xsx ij and 2

xsyij , the slopes data of the residual error

of the control algorithm for a shift of two columns (of lenslets) on x axis, the

original slopes matrix was summed by twice the derivative ofthe slopes and the

resulting matrix was subtracted from the two lenslet shifted original matrix. The

same procedure was repeated to calculaten
y sx ij and n

y syij , the slopes data of the

error of the control algorithm for a shift ofn rows (of lenslets) on y axis,

n
y sx ij = sx i;j + n �

�
sx ij + n � � ysx ij

�

n
y syij = syi;j + n �

�
syij + n � � ysyij

�
(4.15)

wheren = f 2; 3; 4; 5g; i = f 1; 2; : : : ; 32g and j = f 1; 2; : : : ; 40g.

Using n
x sx ij and n

x syij , the n
x WF , i.e., the residual error wavefront forn columns

shift on x axis, and usingn
y sx ij and n

y syij , the n
y WF , i.e., the residual error wavefront

for n rows shift on y axis were reconstructed by zonal reconstruction and their RMS

were calculated, Figure 4.4.

In Figure 4.4, a and b, the displacements from 2 to 5 lenslets on the wavefront
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Figure 4.4: Mean of the RMS of the residual wavefront error ofthe control algo-
rithm in generating shifted wavefronts on x and y axis, calculated from real eye
wavefront measurements of 10 subjects.

sensor plane for x and y axes respectively, were converted todisplacements in

microns on the object plane by,

2
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� x

� y

3
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l
M

2

6
6
4
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b

3

7
7
5 (4.16)

wherel = 114 � m is the distance between two lenslet centers andM = 0:46 is the

magni�cation of the optical system. According to the simulations which were done

for 10 aberration measurements, for the pupil displacements of up to 500 microns,

the mean wavefront error related to the method was less than 50 nm.

A better evaluation of the results could be done with the knowledge of range

of �xational eye movements. A study was made among healthy subjects and it

was found that a healthy �xating eye displaces� 40� 10 � m in 50 ms, the error

related to the method was low enough to work with.

4.3.1 Statistics of �xational eye movements

Pupil center position of 10 subjects was measured every� 12 ms during� 13 s

several times. In total � 72 � 13 s of recordings of measurements were used to

estimate the average pupil movement (total movement summedup during the time
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indicated) and displacement (di�erence between initial and �nal positions) in �

12, 50 and 100 milliseconds. 50 and 100 ms are the time durations in which four

and eight pupil tracking measurements can take place respectively, Figure 4.5.
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Figure 4.5: Mean pupil displacements (di�erence between initial and �nal posi-
tions) and movements (total movement summed up during the time indicated) of
10 healthy �xating subjects.

The pupil displacement was always smaller than the total pupil movement and

the former had a linear relationship with time while the latter had an upper limit

and was nonlinear, see Figure 4.5. The eye was keeping its position at and around

the central vision, as con�rmed by the recordings of the �xational eye movements.

For instance in 50 ms the pupil moved� 60� 10 � m while its displacement from

its �rst position was � 40� 10 � m. Again the pupil moved� 100� 20 � m in 100

ms but its displacement from its �rst position was� 60� 10, see also Figure 4.6.

4.4 Initial experiments with a model eye

First experiments were performed using the model eye, the adaptive optics reti-

nal camera, its control software Casao, and the computer program developed in

Labview to execute the adaptive optics control algorithm based on pupil tracking.

The program's parts related to the instrumentation controlwas developed using

the software development kit provided by the Casao softwareso that it would be

compatible with it, for the algorithm of the program see Appendix D, Figure D.2.
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Figure 4.6: Histograms of the pupil displacements (di�erence between initial and
�nal positions) and movements (total movement summed up during the time in-
dicated) of 10 healthy �xating subjects in microns . The right column shows a
closer look at the histograms of the left column. For instance maximum pupil
displacement in 50 ms was 4129� m (left) while the majority of the displacement
took place in � 40� m range.

To be able to perform the experiments, �rstly, it was necessary to calibrate the

system and the computer program.

4.4.1 Calibration

There were four important factors in the set-up to be calibrated; the interaction

matrix of the adaptive optics system, the magni�cation and the rotation factors of

the adaptive optics retinal camera's optics and the reference wavefront measure-

ment.
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The interaction matrix

For each aberration measurement the wavefront sensor provides the slope data,

sx and sy in which only the e�ective pupil area is �lled with slope information,

Table 4.2 - b and c. The e�ective pupil area depends on �rst, the pupil of the

subject and then the entrance pupil of the system except the case of the interaction

matrix registration. The interaction matrix registration is done using an internal

light source which circulates only between the wavefront sensor and the deformable

mirror and is not limited by the entrance pupil of the system,therefore the pupil of

the interaction matrix is always equal or larger than the pupil of the measurement

of an outside object, see Table 4.2 - a and b.

(a) (b)

0 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 1 1 1 0 0
0 1 1 1 1 1 0
0 0 1 1 1 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 0

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 1 1 1 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

(c) (d)

N N N N N N N
N N N N N N N
N N N 0.7 N N N
N N 0.9 1.5 2 N N
N N N 1.2 N N N
N N N N N N N
N N N N N N N

N N N N N N N
N N N 0 N N N
N N 0 0.7 0 N N
N 0 0.9 1.5 2 0 N
N N 0 1.2 0 N N
N N N 0 N N N
N N N N N N N

(e) (f)

N N N N N N N
N N N 2.1 N N N
N N 3 0.7 -1.3 N N
N 0.1 0.9 1.5 2 2.3 N
N N 0.9 1.2 0.6 N N
N N N 1.1 N N N
N N N N N N N

N N N N N N N
N N N 0 N N N
N N 0 -2.3 -2 N N
N 0 0.8 0.6 0.5 -0.3 N
N N 0 0.3 -0.6 N N
N N N 0 N N N
N N N N N N N

Table 4.2: Representations for data provided by a 7� 7 lenslet array wavefront
sensor,N denotesnot a number . The pupil of measurements for the interaction
matrix (a) is always equal or larger than the pupil of the aberration of an object
(b). The slope datai.e., sx or sy exists only on this e�ective pupil area, (b) and
(c). The slope vector is formed usingsx and sy after the missing points are �lled
with zeros based on the pupil of theIM , (a) and (d). Starting with slopes data
of (e) the pupil of the slopes vector of the derivative is smaller because of the
truncation due to the subtraction of the one column shifted data (f).

For example let's suppose we have a 7� 7 = 49 lenslet wavefront sensor and

a 4 actuator deformable mirror, Table 4.2. Using the internallight source we
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pushed and pulled each actuator of the deformable mirror, recorded the slopes

data, sx and sy with an e�ective pupil of 13 data points each, formed a slopes

vector s = [ sx1 ; sx2 ; : : : ; sx13 ; sy1 ; sy2 ; : : : ; sy13 ]T with the size 26� 1 for each actuator

and �nally constructed the interaction matrix IM = [ s1; s2; s3; s4] with the size

26� 4, see Table 4.2 - a. This interaction matrix sets the language between the

wavefront sensor and the deformable mirror and shall be usedin the adaptive

optics system correction. Let's suppose we want to correct an aberration which

had a smaller pupil than the interaction matrix had, Table 4.2 - b and c. First we

measure the aberration and form the slopes vector for the measurement smes =

[sx1 ; sx2 ; : : : ; sx5 ; sy1 ; sy2 ; : : : ; sy5 ]T with size 10� 1. To calculate the command

vector sized 4� 1, usingv = IM y � s we have to be able to multiply the 4� 26

sizedIM with 10 � 1 sizedsmes which is not possible.

The solution to overcome this problem in an adaptive optics control algorithm is

to use the e�ective pupil of the interaction matrix to build an 26� 1 sizedsmes after

�lling the gaps with zeros, i.e. smes = [0; 0; sx1 ; 0; 0; sx2 ; sx3 ; sx4 ; 0; 0; sx5 ; : : :

0; 0; 0; 0; sy1 ; 0; 0; sy2 ; sy3 ; sy4 ; 0; 0; sy5 ; 0; 0]T , see Table 4.2 - d. This would

over-estimate the actual aberration and the resulting correction would span a larger

area but since the pupil of the aberration is restricted to the central part, the edges

would not a�ect the correction.

On the other hand the correction would be erroneous for our case because of

the shifts in the data matrices this over-estimation is donewithin the pupil area

that we are trying to correct for. For instance, Table 4.2 - f shows the case where

there are �ve data points that were over-estimated and addedto the derivative of

the slopes data. This problem can only be overcome by doing the opposite of the

usual adaptive optics algorithm; by reducing the size of theinteraction matrix to

correspond to the pupil of the measured slopes vector. This solution could not be

applied in the ordinary adaptive optics loop because it would take a lot of time to

modify an interaction matrix sized 1024� 52 at each loop, but for our case this

will not a�ect the loop speed because this modi�cation will take place only at the
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beginning of the correction once, then the same calculated derivative command

vectors will be used continuously.

Coordinate transformation

The wavefront entering the adaptive optics retinal camera is modi�ed in two ways;

it is reduced in size and rotated due to the several mirrors onthe optical pathway

that are placed to maintain the size of the device as compact as possible in spite

of its complexity. In the adaptive optics control algorithm any modi�cation of

the wavefront between the wavefront sensor and the deformable mirror is taken

into account with the interaction matrix, as the interaction matrix is the mapping

of this pathway. Although it is not important for the control algorithm based on

wavefront sensing, to correct the aberrations based on pupil tracking it is obligatory

to know exactly the correspondence of a certain amount of displacement on the

pupil plane (as measured by pupil tracking) to the displacement on the wavefront

sensor plane. With the knowledge of magni�cationM , and the rotation � in the

optics for the wavefront sensor, the displacement of the wavefront (� x0; � y0), can

be estimated from the displacement of the pupil (�x; � y) by,

2
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5 (4.17)

The line pro�le of the aberration of the model eye was used to �nd the degree

of rotation of the wavefront, Figure 4.7.

The model eye was attached to a micrometer translation stagewhich was also

attached to a rotating stage, having 10 microns and 1� resolution respectively,

as shown in Figure 4.9. Observing the parabola like line pro�le of the wavefront

surface on x axis via Haso software, the model eye was displaced along the trans-

lation stage while the stage was rotated between 110 to 130� . At � 119� 1� it

was possible to move the model eye vertically without a signi�cant deviation of

the minimum of the line pro�le of the wavefront. Taking into account the 1� o�set
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Figure 4.7: The line pro�les of the spherical aberration on xand y axes, after
the stage was rotated and the model eye was moved along the axis of the stage
upwards (right) and downwards (left).

rotation of the stage, the rotation of the system was estimated as 120� .

When the translation stage was rotated at 119� 1� (plus 1� o�set of the base of

the set up), the movement of the model eye on the translation stage corresponded

to the movement of the wavefront vertically on the wavefrontsensor plane, the

shape of the line pro�le did not change, see Figure 4.8.
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Figure 4.8: The resemblance of the line pro�les of the spherical aberration at the
two extremities of the stage at the rotations of 117� (left) and 119� (right).

Magni�cation

In theory, the wavefront that reaches the wavefront sensor was reduced in size by

the magni�cation factor of 0.45. On the other hand because ofthe imperfections

in the optical elements and the assembly errors, this magni�cation factor was

slightly di�erent than 0.45. The focal spots were observed on the wavefront sensor
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to estimate the reduction factor in size.

AORC

AEMask

Focal Spots

Rotation

Figure 4.9: The model eye with a sliding mask before it is placed in front of
the adaptive optics retinal camera (AORC) (left) and focal spots as seen by the
wavefront sensor (right).

Figure 4.9 shows the set-up prepared, where the 119� rotated translation stage

held the model eye and a mask in front of it (left) and the wavefront sensor camera

image where x and y axes are in pixels and each pixel of the camera corresponded

to 7.4 microns (right). The model eye was stable while the mask was moving over

it and it was possible to observe the disappearance of the aberration focal spots

column by column at a closer look to the image where the pixelswere resolvable.

In average 250� 10 � m of shift on the object plane resulted in disappearance of

one row of lenslets which corresponded to a magni�cation power of 0:46 � 0:04

by M = l
� x where l = 114 � m is the distance between each lenslet center and

� x = 250 � m is the displacement of the pupil.

The reference wavefront

WF Ref is the reference wavefront measurement that represents theaberrations of

the eye. The more theWF Ref is close to the true aberrations of the eye the better

the control algorithm based on pupil tracking can compensate for the changes of the

aberrations based on pupil displacements. For this reason aWF Ref measurement

is taken before the start of the corrections while the eye is well centered with

respect to the system.

WF 0
Ref is a measure of the aberrations of the eye plus the aberrations of the
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system therefore the true aberrations of the eye as measuredby the wavefront

sensor should be,

WF Ref = WF 0
Ref � WF Sys (4.18)

whereWF Sys is the aberrations of the system. A way to estimate the true aber-

rations of the eye was to measure the aberrations of the system and then subtract

this from the WF 0
Ref , see Figure 4.10.

- =

WFRef

WFRef

WF'Ref

WF'Ref

WFSys

WFSys

Figure 4.10: The plane wavefront passing through the systemwas aberrated as it
reached the wavefront sensor (left top).WF Ref had the WF Sys superimposed on
when it reached the wavefront sensor (left bottom). To retrieve WF Ref , it was
necessary to subtractWF Sys from WF 0

Ref .

WF Sys could be measured using a model eye2 that had no aberrations, because

the initially plane wavefront was aberrated as it proceededin the optical system

and represented the aberrations of the optical path starting from the entrance

pupil to the wavefront sensor when measured.

The aberrations of the system (as measured using the model eye with no aber-

rations) excluding the tilt and defocus terms was� 0:36 � m RMS being mostly

astigmatism some of it originating from the instabilities of the surface of the de-

formable mirror when no voltages were applied on the surface. Memory of previous

measurements, small changes in the reective surface because of internal or exter-

nal factors such as heating of the electronics caused a slightly di�erent WF Sys .

We decided to try a di�erent method which could be more reliable, see Figure
2see Appendix C, Figures C.3 and C.4
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4.11.

WFRef

WF'RefWFRef

DM

-WFSys

Figure 4.11: The deformable mirror (DM) corrects for theWF Sys so that the
reference wavefront of the eye, theWF Ref reaching the wavefront sensor is free
from the aberrations of the system.

This case we corrected for the aberrations of the system withthe deformable

mirror and saved the command vectorvSys . Each time the control algorithm

based on pupil tracking was used to correct for the aberrations of the eye, before

the correction theWF Ref was measured after the deformable mirror was uploaded

by the vSys to correct for WF Sys .

4.4.2 Method and results

The model eye was attached to a micrometer system and was placed in front of

the adaptive optics retinal camera. The experiments started �rst by producing an

interaction matrix, then the procedure was as follows:

� upload vSys
3,

� measure and save theWF Ref
4 using Casao5,

� correct the aberrations with control algorithm based on wavefront sensing,

using Casao,

� export the deformable mirror command vectorv0, the interaction matrix

and the aberration datasx and sy,
3the deformable mirror command vector to subtract the aberrations of the system from the

reference aberration measurement
4The reference measurement of the wavefront aberrations of the eye whose derivative is used

in the control algorithm based on pupil tracking (WF Ref )
5the commercial software by Imagine Eyes that controls the adaptive optics instruments in

the retinal camera
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� using the data exported and the control algorithm based on pupil tracking

calculate � xv and � yv,

� displace the model eye by an amount of (�x; � y),

� the adaptive optics correction was lost: calculate (a; b) the displacement on

the wavefront sensor plane and �v (a; b) = a � � xv + b� � yv,

� calculate the next command vectorv1 (a; b) = v0 + � v (a; b),

� apply v1 (a; b) to the deformable mirror to restore the correction,

� repeat the last four steps for di�erent amounts of displacements (� x; � y).

Figure 4.12 displays the RMS of the wavefronts recorded at each step.
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Figure 4.12: The RMS of the wavefronts at each step; �rst, theaberration of the
model eye was corrected with the adaptive optics algorithm based on wavefront
sensing (dotted line), second, model eye was shifted and thecorrection was lost
(solid line), �nally the deformable mirror was run using thecommands calculated
by the control algorithm based on pupil tracking (dashed line).

Figure 4.13 displays the summary of simulations done with real eye mea-

surements with the model eye and the experiments done with the model eye.

Experimental results with the model eye which had an aberration RMS of 1:1� 0:5

microns might not have been relevant to compare within vivo simulation results

which had a much smaller RMS value, so the simulations were repeated for the
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Figure 4.13: Residual wavefront RMS of the experiments doneusing the model
eye and the simulations done using human eye and model eye aberration measure-
ments.

model eye. In spite of this, a signi�cant di�erence could be seen between simu-

lations and experimental results which can be explained by the e�ective pupil of

the measurement. In the simulations, as the wavefront slopes data shifts to the

right, the emptied data points on the left edge of the pupil are left empty. In the

experiments as the model eye was shifted to right, the far left side of the pupil

was �lled with new data which the control algorithm based on pupil tracking did

not recognize because of the fact that the model eye had a larger pupil than the

system.

The mean RMS error in the experiments was 0:008� m for a 50� m displacement

which was su�cient considering that the lowest RMS values that can be achieved

by the adaptive optics system of the retinal camera was� 0:015 � m to correct

the aberrations between the wavefront sensor and the deformable mirror using the

internal light source, � 0:036� m for the correction of the wavefront aberrations of

the model eye and 0.050-0.15� m in vivo. A correction as good as at least� 0:15

� m RMS is a must for a good retinal image although it does not guarantee good

images as there are other factors that a�ect retinal image quality.
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4.5 Discussion

The control algorithm was tested by simulations and by experiments using com-

puter programs that were not completely automatic, that didnot acquire the pupil

position from the pupil tracker and that sought the help of Casao. The results

showed that the control algorithm based on pupil tracking provided a good esti-

mate of a shifted wavefront and the calibrations of the system was successful.

To correct for the aberrations real time we developed a fullyautomated com-

puter program that acquired the information from the pupil tracker and compen-

sated for the aberrations using both the control algorithm based on pupil tracking

and wavefront sensing which is the subject of the next chapter.
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Chapter 5

Experiments real time

A computer program that can control the adaptive optics components of the reti-

nal imaging system and correct for the ocular aberrations using the two control

algorithms based on wavefront sensing and pupil tracking was developed. A brief

description of software development process is given in thenext section followed

by the experimental results.

5.1 Software development

The deformable mirror and the wavefront sensor of the retinal camera were a part

of a package commercialized by Imagine Eyes that included anadaptive optics

control software, Casao. The Casao control software was build up using small

modules of programs written in C++ and Labview which were also supplied by

the manufacturer in a software development kit for a custom control of the mirao

52-e deformable mirror and the HASO 32-eye wavefront sensor. The adaptive

optics control algorithm based on pupil tracking was written partially using this

software development kit.

All the cameras and the light sources within the retinal imaging system were

synchronised in time, controlled by the PulseBlaster TTL pulse generator using

which the cameras and the light sources could be sent the desired trigger (rising

or falling) at the desired time and duration. A typical synchronisation of the
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components of retinal camera in an imaging session is illustrated in Figure 5.1.

SE

CE

50 100     0 7525

CW
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CR
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DM

CR

CE

CW

Time (ms)

Figure 5.1: Chronogram of the elements of the adaptive optics retinal camera (top
- colored) and the trigger times (bottom). The red portion stands for the exposure
time of the each camera and dark blue portion stands for the time required for the
acquisition being, 9 and 96 ms for the camera for retinal imaging (CR), 30 and 17
ms for the camera for wavefront sensing (CW), 10 and 40 ms for the camera for
aligning the eye and pupil tracking (CE), respectively (top- colored). The adaptive
optics control algorithm (purple) takes a few millisecondsto calculate and sends
the commands to the deformable mirror (DM) which is not triggered and takes
maximum 15 ms to execute the commands and stabilize. SE, SR and SW stand
for light sources for eye, retinal imaging and wavefront sensing respectively.

The trigger for the retinal imaging camera started before the trigger for the

retinal imaging source because there was a default delay in the onset of the ex-

posure of the retinal imaging camera. The trigger for the wavefront sensing light

source was inverse because this super luminescent diode wastriggered by a falling

signal, unlike the others.

The eye camera of the retinal imaging system worked in triggered mode while

the eye camera of the previously described pupil tracking system was working in

continuous mode and had a di�erent frame grabber. Adapting the pupil tracking

to the retinal imaging system meant the piece of C++ code thatacquired the

image to serve the pupil tracking algorithm had to be re-written. It was basically

a library of functions using which it was possible to open, get the image each time

a trigger arrived, run the pupil tracking algorithm or closethe eye camera. The

position of the pupil would be calculated at each trigger; aslong as the trigger

was applied at the right time; after the end of acquisition and the processing of
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the previous image by the camera, otherwise the user would see a blank frame.

After the new library was written by the software engineers atImagine Eyes,

the pupil tracking algorithm and the library functions were used to make the

pupil tracking functional again to work in triggered mode inthe retinal camera.

However, the upgraded pupil tracking system did not have 85 Hz frame rate; for

a reason still unknown the camera now could work at a maximum of 20 Hz frame

rate. This meant that the eye had 50 ms instead of 12 ms to move after the pupil

tracker camera started the image exposure (that takes 10 ms)and would decrease

the accuracy of the pupil tracker measurements. To be able todo two consecutive

pupil tracking measurements that took 50 ms each, which was necessary for one

adaptive optics loop with both wavefront sensing and pupil tracking to execute, the

loop had to take 120 ms minimum instead of a 100 ms of loop duration normally.

For this reason, unless otherwise stated all the experiments was performed with a

loop rate of � 8:35 Hz.

The �nal software that controlled the adaptive optics with pupil tracking was

written using both C++ and Labview where appropriate. For instance the pupil

tracking algorithm was written in C++, its functions were converted into a library

with .dll extension and a module was written in Labview that calls these functions

via the .dll �le. By this way it was possible to exploit the ease of the Labview user

interface and the robustness of the C++ language.

After the programming and the calibrations, it was possible to form di�erent

types of loops using these �ve following components:

� the deformable mirror

� the wavefront sensor

� the control algorithm based on wavefront sensor measurements

� the pupil tracking system

� the control algorithm based on pupil tracking measurements
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Using these tools �ve types of loops (i.e., in a general sense means repeating

measurements of the same kind) were designed and experiments with a model eye

and experimentsin vivo were performed.

The �rst loop took continuous wavefront sensor and pupil tracking measure-

ments without the control algorithms or the deformable mirror. Figure 5.2 illus-

trates the synchronisation of the cameras of the wavefront sensor and the pupil

tracker in this loop which was named `WFPT' for future reference.

0 50 100

PTS0 PTS1

150           Time (ms)

CE

CW

No Deformable Mirror

WFS0 WFS1

Figure 5.2: The WFPT loop: the eye camera for pupil tracking (CE) and the
camera for wavefront sensing (CW) were triggered at the sametime. Each loop
takes 120 ms and WFS0 and PTS0 stands for the �rst wavefront sensor and the
pupil tracking measurements respectively.

The second loop which was named `AOPT' was illustrated in Figure 5.3.

The second loop took continuous wavefront sensor and pupil tracking measure-

ments while doing adaptive optics correction using the deformable mirror and the

adaptive optics control algorithm based on wavefront sensor measurements.

The third loop, �rst corrected the aberrations of the eye using the AOPT1 loop

and then keeping the deformable mirror at the latest correction shape, measured

the wavefront aberrations and pupil positions of the eye. Figure 5.4 illustrates the

timing and functioning of the elements in this loop which wascalled `WFPTa' for

future reference.

The Figure 5.5 illustrates the layout of the fourth loop named `AOPTL1' . This

1Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and
the control algorithm based on wavefront sensing (AOPT)
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0 50 100

DM DM

PTS0 PTS1

150           Time (ms)

CE

CW

WFS0 WFS1

Figure 5.3: The AOPT loop: the eye camera for pupil tracking (CE) and the
camera for wavefront sensing (CW) were triggered at the sametime while the
deformable mirror (DM) was given the commands from the adaptive optics control
(shown as the white ring) based on wavefront sensor data. WFS0 and PTS0 stands
for the �rst wavefront sensor and pupil tracking measurements respectively.

CE

CW

DM

WFS

0 50 100

Deformable miror correction static

PTS0 PTS1

WFS1

150           Time (ms)

WFS0

Figure 5.4: The WFPTa loop: the eye camera for pupil tracking(CE) and camera
for wavefront sensing (CW) were triggered at the same time while the deformable
mirror (DM) was kept constant at the latest correction shape. WFS0 and PTS0

stands for the �rst wavefront sensor and the pupil tracking measurements respec-
tively.

loop constituted the wavefront sensor, the deformable mirror, the pupil tracker

and the adaptive optics control algorithm based on pupil tracking measurements;

it used the control algorithm based on wavefront sensor measurements only at the

beginning of the loop.

First, WF Ref , the reference wavefront of the eye and its pupil position was

measured and �vx and � vy the command vectors for the unit shifts were cal-

culated to be used in the course of the correction by the adaptive optics control

algorithm based on pupil tracking. After the aberrations of the eye were corrected
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0 50 100        Time (ms)

CE
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WFS WFS1 WFS2

PTS2PTS1PTS0PTS  Reference
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DMDM
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Figure 5.5: The AOPTL1 loop: the eye camera (CE) and the camera for wavefront
sensor (CW) were shown triggered at 20 Hz although during the experiments unless
stated otherwise the rate of the loop was� 8:35 Hz. The correction done using
the control algorithm based on wavefront sensing (the whitering) was updated by
the commands calculated by the control algorithm based on pupil tracking (the
yellow ring).

using the control algorithm based on wavefront sensor measurements, in the loop,

the correction was updated for the displacements of the pupil where the pupil

tracker was called once in a loop.

Finally, the �fth loop was a more complicated adaptive optics loop which con-

stituted all the �ve elements; the wavefront sensor, the deformable mirror, the

�rst control algorithm to calculate the commands based on wavefront sensor mea-

surements, the pupil tracker and the second control algorithm to calculate the

commands based on the pupil tracker measurements. Figure 5.6 illustrates the

functioning and timing of the adaptive optics components inthis loop which was

named `AOPTL2'.

Before the correction started,WF Ref , the reference wavefront was measured

and � vx and � vy , the command vectors for the unit shifts were calculated to be

used in the course of the correction by the adaptive optics control algorithm for

pupil tracking. The wavefront sensor and the pupil tracker started exposure at the

same time. The wavefront sensor measurement was followed bythe adaptive optics

control algorithm for wavefront sensing which calculated the commands and fed the

deformable mirror. As soon as the deformable mirror started execution, the pupil

tracker started the second measurement. At the end of the pupil tracker measure-
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Figure 5.6: The AOPTL2 loop: the wavefront aberrations werecorrected using
the both adaptive optics control algorithms based on wavefront sensing and pupil
tracking, shown as white and yellow rings respectively. Thedeformable mirror
(DM) was called two times in one loop for the two command vectors coming from
the two control algorithms successively.

ment the adaptive optics control for pupil tracking calculated the next command

vector using the measured shift of the pupil, �vx and � vy , and the command that

was just applied to the deformable mirror in the loop. The deformable mirror was

called a second time for the command calculated by the control algorithm based

on pupil tracking and by this way the correction was compensated for the pupil

shift that took place during the wavefront sensor measurement.

The wavefront sensor measurements required at least 50 ms because of the long

exposure time needed due to the low power of the light source.During the time

of both exposure and acquisition the pupil moves, and so doesthe wavefront. The

pupil tracker recorded the initial and �nal positions of the pupil center and the

control algorithm based on pupil tracking calculated the commands to be applied so

that the deformable mirror could generate the shifted wavefront. Correction of this

loop would probably be better with a faster pupil tracker butsince unfortunately

it took 50 ms for the pupil tracker to take a measurement in this con�guration,

this loop was not expected to yield a signi�cant enhancement.

TT TT TTTT TT TTTT TT TT TT T TT TT TTTT TT TTTT TT TT

TT TT TT TT TTTT TT TTTT TT TTTT TT TT TT T TT TT TTTT TT

TTTT TT TT TT TT TT TT TT

84



Experiments with the model eye

5.2 Experiments with the model eye

The model eye2 with spherical aberration was positioned in front of the retinal

imaging system on a stage and the stage was pushed and pulled mechanically by

hand resulting in a quasi-periodic motion in micrometer scale. In all the plots the

total RMS of the measured wavefronts and the coe�cients of Zernike polynomi-

als up to �fth order were estimated excluding tilt and defocus terms. The

position of the measured pupil center is shown with respect to the position of the

�rst data of the pupil tracking recording, on the x and y axis of the plane of the

eye's pupil separately. First, The WFPT3 loop was performed, see Figure 5.7.

The mean RMS of the wavefront measurements after the still measurements (the

measurements taken while the model eye was not moving - as seen towards the

end of the Figure 5.7 - top) were excluded was 0:67� 0:02 � m. The pupil moved

32� 17 � m on average in between each pupil tracking measurement and the to-

tal pupil movement took place normally within 250� 40 � m2 (2� x � 2� y). The

e�ective number of lenslets used was 437� 1 lenslets on average over 1280 total

lenslets. The wavefront of the model eye which had a 7 mm pupil, continuously

�tted a pupil of 6 mm diameter which was the exact size of the pupil of the system,

indicating wavefront measurement quality was good compared to measurements

done with the data �lling a smaller pupil due to misalignment.

The correlation of the RMS of the wavefront measurements with the pupil

position on the x axis was 0.82, indicating a signi�cant relationship between the

decentration of the pupil and the aberration induced, see Figure 5.7. Indeed,

the model eye had an important spherical aberration that wasrepresented by the

fourth order component of Zernike polynomials. Coma aberration which is in-

duced in the optical systems by the misalignment of the pupilwith the presence

of a spherical aberration is represented here within the third order Zernike poly-

nomials. It can be seen that because of the coma aberration that appeared when

2see Appendix C, Figures C.1 and C.2
3Loop which incorporates the wavefront sensor and the pupil tracker only (WFPT)
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the spherical aberration was o�-axis, the third order Zernikes were responsible for

the majority of the aberration increases induced by the displacement of the model

eye. The recording of the measurements can be viewed in the demo.exe application

under the name `Model Eye WFPT'.

Second, the AOPT4 loop was performed where the deformable mirror was ac-

tive and receiving the commands from the adaptive optics control algorithm based

on wavefront sensor measurements, as shown in Figure 5.8. The mean RMS of the

measured wavefronts after the still measurements (the measurements taken while

the model eye was not moving) were excluded was 0:08� 0:04 � m, the model eye

moved 30� 22 � m on average in between each pupil tracking measurements and

spanned normally an area of 170� 40 � m2 (2� x � 2� y). The wavefront measure-

ments took place over a pupil which had 438� 1 active lenslets on average.

The correlation of the wavefront RMS with the pupil positionwas low but was

0.69 with the pupil displacement at each loop on x axis, see Figure 5.8. Because

the aberrations were continuously corrected by the deformable mirror, the relative

position of the pupil had no e�ect on the aberrations, instead this time the pupil

shift at each loop was the factor that introduced the aberrations to the corrected

wavefront. It was again the coma aberration that was introduced by the shift of

the model eye. The recording of the measurements can be viewed in the demo.exe

application under the name `Model Eye AOPT'.

TT TT TTTT TT TTTT TT TT TT T TT TT TTTT TT TTTT TT TT

TT TT TT TT TT TT TT TT TT TT TT TTT TT TT T TTTT TT TT TT

TT TTT TT TTT TT TTT TT TTTT TT TT TTT TT TT TT T TT TT TTT

TT TT TT TT TT TT TT TT TTT TT TTT TT TT T TTTT TT TT TT TT

TT TT TTT TT T TT TT TTT TT T TT TT

TT TT TTT TT TTT TT TTT TT TTTT TT TT TTT TT TT TT T TT

TT TTT TT TT TT TT TT TT TT TT TTT TT TTT TT TT T
4Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithm based on wavefront sensing (AOPT)
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(top) Loop which incorporates the wavefront sensor and the pupil tracker only
(WFPT). The total RMS of the wavefront measurements, coe�ci ents of Zernike
polynomials up to the �fth order and pupil position with resp ect to initial position
of the pupil on x and y axis separately at each loop (tilt or defocus terms are not
included in the total RMS or in the Zernike coe�cients).

WFPT - Mean ( � m)
RMS PS NA PD NL

0:67� 0:02 32� 17 250� 40 � m2 7072� 0 437� 1 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

WFPT - Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

0.82 -0.62 -0.79 -0.12 -0.18 -0.14

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.7: The model eye: the WFPT loop.

87



Experiments with the model eye

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

W
av

ef
ro

nt
 R

M
S

 (
µm

)

 

 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
-300

-225

-150

-75

0

75

150

225

300

P
up

il 
ce

nt
er

 p
os

iti
on

 (
µm

)

Time (s)

Model eye - AOPT

Wavefront RMS
Zernike 2. order
Zernike 3. order
Zernike 4. order
Zernike 5. order
Pupil p. (x axis)
Pupil p. (y axis)

(top) Loop which incorporates the wavefront sensor, the deformable mirror, the
pupil tracker and the control algorithm based on wavefront sensing (AOPT). The
total RMS of the wavefront measurements, coe�cients of Zernike polynomials up
to the �fth order and pupil position with respect to initial p osition of the pupil on
x and y axis separately at each loop (tilt or defocus terms arenot included in the
total RMS or in the Zernike coe�cients).

AOPT - Mean ( � m)
RMS PS NA PD NL

0:08� 0:04 30� 22 170� 40 � m2 7072� 0 438� 1 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

AOPT - Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

0.14 -0.37 0.28 0.69 0.17 0.12

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.8: The model eye: the AOPT loop.

88



Experiments with the model eye

Third, the WFPTa 5 loop was performed, see Figure 5.9. The mean wavefront

RMS after the still measurements were excluded was 0:14 � 0:08 � m; the pupil

displaced 23� 16 � m in average at each loop and the total movement took place

normally in an area of 180� 40 � m2 (2� x � 2� y).

Again the dominant aberration that caused the increase in wavefront RMS

was coma represented by Zernike third order in Figure 5.9. The RMS of the

wavefront aberrations were lowest whenever the model eye returned back to its

initial position where the static correction shape of the deformable mirror was

valid. The wavefront RMS was highly related to the radial pupil position with

a correlation coe�cient of 0.92. The correlation of the pupil position with the

wavefront RMS suggested that the change of aberrations could be simulated.

First, the derivatives of thesref
x and sref

y , the slopes data of theWF Ref
6 of the

eye were calculated according to the control algorithm based on pupil tracking as

described in the previous chapter. The �xsx and � ysx , the derivatives ofsref
x on

x and y axis,

� xsx ij = sref
x i;j +1

� sref
x ij

for i = 1; 2; : : : ; 32

� ysx ij = sref
x i +1 ;j

� sref
x ij

j = 1; 2; : : : ; 40: (5.1)

And the � xsy and � ysy, the derivatives ofsref
y on x and y axis,

� xsyij = sref
yi;j +1

� sref
yij

for i = 1; 2; : : : ; 32

� ysyij = sref
yi +1 ;j

� sref
yij

j = 1; 2; : : : ; 40: (5.2)

Second, the displacements of the model eye on the pupil plane(� x; � y) were

converted to the displacements of the wavefronts on the wavefront sensor plane in

5Loop which incorporates the wavefront sensor, the pupil tracker and the deformable mirror
that corrects the aberrations statically (WFPTa)

6The reference measurement of the wavefront aberrations of the eye whose derivative is used
in the control algorithm based on pupil tracking (WF Ref )
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terms of lenslets, (a; b) by,

2

6
6
4

a

b

3

7
7
5 =

M
l

2

6
6
4

cos� sin�

� sin� cos�

3

7
7
5

2

6
6
4

� x

� y

3

7
7
5 (5.3)

where M and � are the magni�cation and the rotation coe�cients of the optical

system respectively andl is the distance between the two lenslet centers.

Next, to simulate the aberrations of the displaced model eye,the derivatives

on x and y axis were multiplied bya and b respectively and added to the slopes

data of the �rst wavefront measurement of the experimentWF 0, namely smes0

x

and smes0

y ,

ssim i

x = smes0

x + ( ai � � xsx + bi � � ysx ) (5.4)

ssim i

y = smes0

y + ( ai � � xsy + bi � � ysy): (5.5)

where (ai ; bi ) represents thei th measured displacement of the eye,ssim i

x and ssim i

y

are the slopes data of thei th simulated wavefrontWF i
Sim . Using ssim i

x and ssim i

y ,

the i th simulated wavefront, WF i
Sim was reconstructed by zonal reconstruction.

The RMS values of the measured wavefront,WF i
Mes , the WF i

Sim and the residual

error wavefront WF i
Err = WF i

Mes � WF i
Sim were shown in Figure 5.10.

Mean RMS of theWF Sim had lower RMS than the measured wavefronts. The

error of the simulation, theWF Err had 0:07� 0:03 � m mean RMS after the still

ones were excluded.

During the experiment the model eye was pushed and pulled by hand away

from its stable initial position. When the model eye was pushed or pulled away

from its initial position this was immediately followed by acomeback because of

the robustness of the set up. This restoration (coming back)to the initial position

took shorter time than the disturbance (going away) as it canbe clearly seen by

comparing the number of data on the ascending and descendingsides of the peaks

in Figure 5.9 - top. TT TT TTT TT T TT TT TTT TT Ttt TT TT TTT TT
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(top) Loop which incorporates the wavefront sensor, the pupil tracker and the
deformable mirror that corrects the aberrations statically (WFPTa). The total
RMS of the wavefront measurements, coe�cients of Zernike polynomials up to the
�fth order and pupil position with respect to initial positi on of the pupil on x and
y axis separately at each loop (tilt or defocus terms are not included in the total
RMS or in the Zernike coe�cients)

WFPTa - Mean ( � m)
RMS PS NA PD NL

0:14� 0:08 23� 16 180� 40 � m2 7072� 0 438� 1 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

WFPTa - Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

0.58 -0.62 0.92 0.16 0.02 0.17

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.9: The model eye: the WFPTa loop.
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(bottom) Correlation of the RMS of the measured and the simulated wavefronts of
the moving eye. The data was categorized into two: the green colored data indicates
that the model eye was moving away from the initial position and the purple colored
data was taken while the eye was returning back to its initial position.

Figure 5.10: The model eye: simulation of the WFPTa loop measurements.
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In Figure 5.10 - bottom, the correlation plot of the measuredand the simulated

data was not linear; the distribution of the data looked likean ellipse (indicating

hysteresis due to a time lag). In the correlation plot, the data was categorized

into two according to their trend: the ascending and the descending aberration

RMS represented with di�erent colors. Fitting a straight line to this data would

be erroneous and would not reveal the real process because the numbers of data of

the two types were not equal and an ideal straight line would be at equal distance

to the both them.

A time lag can explain this plot: the pupil tracker was alwaysmeasuring the

position of the pupil with a slight error i.e., it was following behind. Because of

this when the eye was going away the algorithm was underestimating the shift and

when it was coming back it was overestimating. The measurements live can be

viewed from the demo.exe with the name `Model eye WFPTa '.

Next, the AOPTL17 loop was run, see Figure 5.11. The wavefront RMS was

both related to the radial pupil position and the pupil displacement at each loop,

correlation coe�cients being 0.78 and 0.32 respectively. This time the major con-

tribution to the aberration changes came from second order Zernike coe�cients

which represented the astigmatism. This is showing that thecontrol algorithm

could compensate for the aberrations which had a linear relationship with the �eld

angle but could not do well for astigmatism for example whichhad a quadratic re-

lationship with the �eld angle. The recording of the measurements can be viewed

in the demo.exe application under the name `Model Eye AOPTL1'.

TT TT TTT TT T TT TT TTT TT Ttt TT TT TTT TT Tttt TT TT TTT

TT Ttt TT TT TTT TT Tt TT TT TTT TT Tt TT TT TTT TT Tttt TT TT

TTT TT T TT TT TTtt TT TT TTT TT Ttt TT TT TTT TT Tt TT TT TTT

TT Tttt TT TT TT TT TT TT TT TT TT TT TTT TT Ttt TT TT TTT TT

Ttt TT TT TTT TT Ttt TT TT TTT TT Tttt TT TT TTT TT TT TT TT TT

TTT TT TT TT TTt TT TT TT TT TTT TT TTT TT TTT TT Ttt TT TT
7Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithm based on pupil tracking (AOPTL1)
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(top) Loop which incorporates the wavefront sensor, the deformable mirror, the
pupil tracker and the control algorithm based on pupil tracking (AOPTL1)(tilt or
defocus terms are not included in the total RMS or in the Zernike coe�cients).

AOPTL1 - Mean ( � m)
RMS PS NA PD NL

0:1 � 0:02 30� 19 230� 40 � m2 7072� 0 438� 1 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

AOPTL1 - Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

0.16 -0.12 0.78 0.32 0.09 0.29

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.11: The model eye: the AOPTL1 loop
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Finally, the AOPTL2 8 loop was tested with the moving model eye, see Figure

5.12. Similar to the AOPT loop, the correlation of the wavefront RMS with the

radial pupil shift at each loop was high, 0.71. Again coma was responsible for the

most of the aberration changes induced by the pupil displacement. The recording

of the experiment can be viewed in the demo.exe application under the name

`Model Eye AOPTL2 '.

Figure 5.13 displays all the experiments together. The adaptive optics algo-

rithm based on pupil tracking was able to correct for the aberrations of the eye

by sending the appropriate commands to the deformable mirror in two cases, �rst,

replacing the wavefront sensor (AOPTL19) and second, working in collaboration

with the wavefront sensor (AOPTL2). The control algorithm based on pupil track-

ing was able to simulate the changes of aberrations due to eyemovements in the

open loop WFPTa. The error of simulations resembled the residual error RMS of

the AOPTL1 loop i.e., the application of the simulations real time.

The wavefront RMS for the AOPT10 and AOPTL2 loop measurements were

0:08 � 0:04 and 0:07 � 0:02 � m respectively. It has to be taken into account

that the pupil movements were di�erent for the two loops so itcannot be said

that AOPTL2 was better than AOPT. However the AOPTL2 might have had a

smaller standard deviation with the help of the pupil tracking, for the plots of

pupil tracking measurements on x-y plane see Figure 5.14 .

The mean RMS of the residual error of the simulation of the WFPTa11 loop

and the AOPTL1 loop were 0:07� 0:03 � m and 0:1 � 0:02 � m respectively. The

WFPTa loop demonstrated the e�ect of eye movements to a static correction.

Simulations done using the control algorithm based on pupiltracking estimated

the induced aberrations well despite their large magnitude.

8Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and
the control algorithms based on wavefront sensing and pupiltracking (AOPTL2)

9Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and
the control algorithm based on pupil tracking (AOPTL1)

10Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and
the control algorithm based on wavefront sensing (AOPT)

11Loop which incorporates the wavefront sensor, the pupil tracker and the deformable mirror
that corrects the aberrations statically (WFPTa)
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(top) Loop which incorporates the wavefront sensor, the deformable mirror, the
pupil tracker and the control algorithms based on wavefrontsensing and pupil track-
ing (AOPTL2)(tilt or defocus terms are not included in the to tal RMS or in the
Zernike coe�cients).

AOPTL2 - Mean ( � m)
RMS PS NA PD NL

0:07� 0:02 26� 15 230� 40 � m2 7072� 0 438� 1 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

AOPTL2 - Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

0 -0.03 -0.1 0.73 0.15 0.71

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.12: The model eye: the AOPTL2 loop.
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(bottom) Power spectra of the RMS of all the measurements and the residual error
wavefront of the simulations after still measurements wereexcluded (left). The
detrended spectra (done after the mean of the each data set were subtracted) shows
two distinct peaks at 0.3 and 0.6 Hz.

Figure 5.13: The model eye: summary of the experiments.
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Figure 5.13 - bottom displays the power spectra of all the measurements. The

maximum frequency that could be shown in this plot was8:4
2 = 4:2 Hz. Minimum

frequency in the data spectrum is 1
16:5 = 0:06 Hz, 16.5 s being the total time of the

recording. The spectra covers 0.03-4.2 Hz because of the factthat Fast Fourier

Transform requires the number of data to be equal to 2n , here it was 28.

In the spectra on the left, the WFPT and the AOPTL2 measurements had

the largest and the smallest magnitudes respectively, which did not represent the

magnitude of the uctuation. The magnitudes and the order ofthe spectra of the

data is a�ected from the o�set of the data so that detrending is a better approach

to evaluate the di�erent spectra in terms of uctuations. The spectra on the right

shows the detrended spectra,i.e., the calculations done after the mean values were

subtracted from each data. There, the WFPTa and AOPTL2 loopshad the largest

and smallest amounts of uctuations respectively. Two distinct peaks at� 0:3 and

� 0:6 Hz can be seen in common in the of WFPTa, WFPT, AOPTL1 loops and

the error of simulation.

The logarithmic display of the spectra showed a 1=f � like trend indicating a

power law relationship between the frequency and the power where� �= 1:7. In the

scienti�c literature any noise (signal) with a power spectral density of the form,

S(f ) / 1=f � (5.6)

where 0<�< 2 with � usually close to 1 are loosely called 1/f noise. This type of

signal is an intermediate between the white noise with powerspectrum of 1=f 0 and

the random walk noise with spectrum of 1=f 2. The characteristic of this type of

noise is that integral of its power spectrum starting from a �nite frequency value

towards the in�nity is diverging as well as integral of its spectra starting from a

�nite value towards zero [131]. This signi�es that its mean over long periods or

its instantaneous value are not well de�ned; a statement of the fact that the data

was non-stationary12. The spectra are generally noisy and the trends are not well

12opposite to stationary i.e. a stochastic process whose mean or variance do not change over
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de�ned due to the fact that the power spectra estimation requires large number of

stationary data and lack of this is a source of error. It has tobe remembered that

this quasi-periodic movement was made by hand and not by a machine rendering

it complex and non-stationary.

Finally Figure 5.14 shows the recorded pupil positions during each experiment

on the x-y plane.
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Figure 5.14: Pupil positions recorded during each experiment. All the plots have x
and y axes scaled to 462� 95 � m. For visual clarity the data was divided into �ve
parts, colored di�erently and beginning and the end of the data were indicated by
square markers.
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5.2.1 Static measurements with the model eye

It was important to know the noise levels for all types of loops. For this purpose

the same experimental procedure was performed this time fora static model eye.

Figure 5.15 displays the mean values and standard deviations of wavefront and

pupil tracking measurements.
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Figure 5.15: Summary of all measurements done by all types ofloops for a still
model eye: mean of total RMS and the Zernike coe�cients of second to �fth
order of the measured wavefronts (top left); closer look to see AOPT, AOPTL1
and AOPTL2 measurements (top right); standard deviation ofthe total RMS and
the Zernike coe�cients of the measurements (bottom left), and the mean and
the standard deviation of the pupil displacement measured in between each pupil
tracking measurement during each of the experiments above (bottom right).

The mean RMS of the WFPT13 loop measurements shows the typical aber-

rations of the model eye, where astigmatism and coma aberrations were highly

dependent on the alignment of the model eye with respect to the system. The

13Loop which incorporates the wavefront sensor and the pupil tracker only (WFPT)
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mean RMS of the AOPT14, AOPTL1 15 and AOPTL216 corrections had similar

aberration pro�les but the standard deviations of AOPTL1 and AOPTL2 mea-

surements had a slightly di�erent pro�le. The standard deviations of the third

order Zernikes which represents coma aberrations of the AOPTL1 and AOPTL2

were higher than the AOPT loop, Figure 5.15 (bottom left). This can be under-

stood by looking into the noise levels of the pupil tracking system, Figure 5.15

(bottom right).

One pixel on the pupil tracking camera corresponds to 13.6� m on the object

plane. The pupil tracking algorithm had the resolution of one pixel; the response

of the adaptive optics control algorithm based on pupil tracking to an error of one

pixel in the pupil tracking measurement was to calculate a new command to be

applied for a 13.6� m shifted wavefront as a result of which the coma aberration

appeared. This one pixel error of pupil center measurementsmust have been

equally distributed because the mean of the RMS values for AOPTL1 and AOPTL2

loops were similar to the AOPT loop and demonstrated no extracoma aberration

induced due to the error of pupil tracking measurements.

The mean and the standard deviation of the pupil center measurements with

respect to the initial pupil position on y axis were higher than the values on x

axis. This might be due to the fact the y axis coordinates werecalculated using the

parabolic �t which had a limited resolution while the x coordinates were calculated

directly from the measurement data.

TT TT TTT TT TTT TT TTT TT TTTT TT TT TTT TT TT TT T TT

TT TTT TT TT TT TT TT TT TT TT TTT TT TTT T TT TT TTT TT TT
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TTT TT TT TT TT TT TT TTT TT TTT T TT TT TTT TT TT TT TT TT

TTT TT TT TT TT TT TT TT TT TTT TT TTT T
14Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithm based on wavefront sensing (AOPT)
15Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithm based on pupil tracking (AOPTL1)
16Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithms based on wavefront sensing and pupiltracking (AOPTL2)
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5.3 Experiments with human eyes

The �ve di�erent loops were tested with the same procedures for three healthy

human subjects. They were positioned in front of the adaptive optics retinal

camera where their heads were stabilized with a standard ophthalmic chinrest.

They were asked to �xate their eyes to the dim red point image of the SLD light

source of the wavefront sensor. They were not applied pupil dilating medicaments

or any other solutions. All of the aberration corrections wascarried out by the

deformable mirror; correcting lenses or the Badal were not used. The recordings

of the measurements can be viewed in the demo.exe application under the relevant

name.

In all the plots the total RMS of the measured wavefronts and the coe�cients of

Zernike polynomials up to �fth order were estimatedexcluding tilt and defocus

terms. The position of the measured pupil center was shown with respect to the

position of the �rst data of the pupil tracking recording, on the x and y axis of

the plane of the eye's pupil separately.

The following three sections present the results for the three subjects, and they

are then discussed and compared in Section 5.4

5.3.1 Experimental results for Subject 1

First, the WFPT 17 loop was performed with the �rst subject's eye, Figure 5.16.

The mean of the RMS of the wavefront measurements was 2:16 � 0:11 � m, the

wavefront spanned over 405� 9 lenslets on the wavefront sensor indicating a smaller

and less stable pupil than the pupil of the model eye. The RMS of the aberrations

was related to the radial pupil position with 0.65 and was notrelated to the pupil

shift in between each pupil tracking measurements. The mostdominant component

of the aberrations was the second order Zernike, the astigmatism then the third

order, coma.

TT TT TT TT TT TT tttt TT TT TT TT TT TT TT TT TT TT TT TT
17Loop which incorporates the wavefront sensor and the pupil tracker only (WFPT)
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WFPT - Mean ( � m)
RMS PS NA PD NL

2:16� 0:11 51� 57 330� 160 � m2 6800� 300 405� 9 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

WFPT - Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

-0.54 -0.52 0.65 0.1 0.03 0.1

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.16: Subject 1: the WFPT loop.
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Second, the AOPT18 loop was performed, see Figure 5.17. Similar to the model

eye, the wavefront RMS was correlated with the pupil shift ateach loop and was

not correlated with the pupil position. Zernike second orders showed several spikes

in correlation with the abrupt changes in pupil position while the coe�cient of the

other orders remained low.

Next, the WFPTa19 loop was performed, Figure 5.18. The wavefront RMS was

correlated with the position of the pupil on the y axis with a coe�cient of 0.85.

The major contributions to the change of aberrations came from Zernike second

order astigmatism while the higher order aberrations were less variant.

Figure 5.19 - top shows the simulations done (as described inthe previous sec-

tion) to estimate the changes of aberrations due to eye movements in the WFPTa

loop using the methodology of the control algorithm based onpupil tracking. The

mean RMS of the simulations was 0:35� 0:10 � m; slightly lower than 0:39� 0:09

mean RMS of the measured wavefront. The RMS of the residual error of the

simulations were also shown which had an 0:21 � 0:07 � m average value. The

RMS values of the simulated and the measured wavefronts werecorrelated by a

coe�cient of 0.9, see Figure 5.19 - bottom.

TT TT TT TT TT TT tttt TT TT TT TT TT TT TT TT TT TT TT TT

ttt TT TT TT TT TT TT tt TT TT TT TT TT TT tt TT TT TT TT TT TT
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TT TT TT TT TT TT TT TT TT TT TT TT TT TT TT TT TT TT TT TT

TT TT TT ttt TT TT TT TT TT TT tt TT TT TT TT TT TT tt TT TT TT

TT TT TT TT TT TT TT TT TT TT TT TT TT TT TT TT TT TT TT TT
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TT TT TT TT TT TT tttt TT TT TT TT TT TT TT TT TT TT TT TT

ttt TT TT TT TT TT TT tt TT TT TT TT TT TT tt TT TT TT TT TT TT
18Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithm based on wavefront sensing (AOPT)
19Loop which incorporates the wavefront sensor, the pupil tracker and the deformable mirror

that corrects the aberrations statically (WFPTa)
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(top) Loop which incorporates the wavefront sensor, the deformable mirror, the
pupil tracker and the control algorithm based on wavefront sensing (AOPT)(tilt or
defocus terms are not included in the total RMS or in the Zernike coe�cients).

AOPT - Mean ( � m)
RMS PS NA PD NL

0:12� 0:05 51� 67 280� 200 � m2 6800� 90 417� 5 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

AOPT - Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )
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(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.17: Subject 1: the AOPT loop.
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WFPTa - Mean ( � m)
RMS PS NA PD NL

0:39� 0:09 67� 72 250� 210 � m2 6300� 200 396� 12 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

WFPTa - Correlation of the WF RMS with
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(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.18: Subject 1: the WFPTa loop.
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Figure 5.19: Subject 1: simulation of the WFPTa loop measurements.
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Finally, the AOPTL1 20 loop was executed, Figure 5.20. The wavefront RMS

was correlated with both the radial pupil position and the pupil shift at each loop,

the coe�cients being, 0.55 and 0.38 respectively.

Figure 5.21 - top shows all types of corrections together. Simulations done to

estimate aberrations induced by eye movements had an error very similar to the

error of correction for those changes real time using pupil tracking, the AOPTL1

loop, being 0:21 � 0:07 and 0:21 � 0:08 � m respectively. AOPTL1 loop yielded

better results than the WFPTa21 loop, the case where the correction was not

dynamic and WFPT22 loop, the case where there were no corrections.

Figure 5.21 - bottom shows the power spectra of the RMS of the all types of

experiments and the simulation. The spectra spanned two anda half frequency

decades; 0.07 - 4.2 Hz. The smallest frequency in the spectrumwas 1
9:8 = 0:1

Hz, 9.8 s being the total time of the recording. The spectra on the left and the

detrended spectra on the right both showed that AOPTL1 loop spectrum had the

lowest magnitude. All spectra showed a 1/f like trend in the logarithmic plot. In

the case of� = 1 the power is equally distributed among the frequencies, increasing

the independency and robustness of the free running system.

Finally Figure 5.22 shows the recorded pupil positions during each experiment

on the x-y plane. TT TT TT TT TT TT tttt TT TT TT TT TT TT TT TT TT

TT TT TT ttt TT TT TT TT TT TT tt TT TT TT TT TT TT tt TT TT TT

TT TT TT TT TT t TT TT TT TT TT TT tttt TT TT TT TT ttt TT TT TT

TT TT TT tt TT TT TT TT TT TT tt TT TT TT TT TT TT t TT TT TT

TT TT TT tttt TT TT TT TT TT TT TT TT TT TT TT TT ttt TT TT TT

TT TT TT tt TT TT TT TT TT TT tt TT TT TT TT TT TT TT TT t TT

TT TT TT TT TT TT TT TT TT tttt TT TT TT TT TT TT TT TT TT TT

TT TT ttt TT TT TT TT TT TT tt TT TT TT TT TT TT tt TT TT TT TT
20Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithm based on pupil tracking (AOPTL1)
21Loop which incorporates the wavefront sensor, the pupil tracker and the deformable mirror

that corrects the aberrations statically (WFPTa)
22Loop which incorporates the wavefront sensor and the pupil tracker only (WFPT)
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(top) Loop which incorporates the wavefront sensor, the deformable mirror, the
pupil tracker and the control algorithm based on pupil tracking (AOPTL1)(tilt or
defocus terms are not included in the total RMS or in the Zernike coe�cients)

AOPTL1 - Mean ( � m)
RMS PS NA PD NL

0:21� 0:08 66� 92 310� 80 � m2 7000� 200 416� 5 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

AOPTL1- Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

0.22 0.23 0.55 0.21 0.38 0.25

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.20: Subject 1: the AOPTL1 loop.
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(bottom) Power spectra of the RMS of all the measurements and the residual error
wavefront of the simulations (left). The detrended spectra (done after the mean
of the each data set were subtracted) was made to compare the uctuations of the
signals.

Figure 5.21: Subject 1: summary of the experiments.
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Figure 5.22: Pupil positions recorded during each experiment. All the plots have
x and y axes scaled to 690� 450 � m. For visual clarity the data was divided into
�ve parts, colored di�erently and beginning and the end of the data were indicated
by square markers.
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5.3.2 Experimental results for Subject 2

First, the WFPT 23 loop was executed, see Figure 5.23. There were no relations

between the RMS of the wavefronts and the pupil shift at each loop but the

correlation of the RMS values with the pupil position on x axis was 0.54. The

aberration changes were due to both Zernike second and thirdorders while the

abrupt changes in these two coe�cients were not representedthe same way in

the total wavefront RMS. This might be due to the changes in the pupil shape

because Zernike reconstruction requires a circular pupil and is not successful for

non circular pupil shapes. On the other hand the zonal reconstruction which

was used to calculate the total RMS can estimate the wavefront at any pupil

shape. This proves the zonal reconstruction method more e�cient to estimate the

wavefronts in case of non circular pupil shapes.

Next, the AOPT 24 and the WFPTa25 loops was executed with the second

subject's eye, Figures 5.24 and 5.25 . For the WFPTa loop the correlation of the

RMS of the wavefront measurements with the pupil position onx axis was 0.79.

Figure 5.26 shows the RMS of the measured, simulated wavefronts (as described

in the section of the measurements done by the model eye) and residual error of

the simulations.
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23Loop which incorporates the wavefront sensor and the pupil tracker only (WFPT)
24Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithm based on wavefront sensing (AOPT)
25Loop which incorporates the wavefront sensor, the pupil tracker and the deformable mirror

that corrects the aberrations statically (WFPTa)
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(top) Loop which incorporates the wavefront sensor and the pupil tracker only
(WFPT)(tilt or defocus terms are not included in the total RM S or in the Zernike
coe�cients).

WFPT - Mean ( � m)
RMS PS NA PD NL

0:67� 0:03 53� 43 200� 160 � m2 6300� 100 408� 14(lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

WFPT - Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

0.54 -0.32 -0.57 -0.01 0.03 0.03

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.23: Subject 2: the WFPT loop.
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(top) Loop which incorporates the wavefront sensor, the deformable mirror, the
pupil tracker and the control algorithm based on wavefront sensing (AOPT)

AOPT - Mean ( � m)
RMS PS NA PD NL

0:09� 0:01 79� 73 100� 470 � m2 6900� 60 401� 7 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

AOPT - Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

-0.23 -0.02 -0.04 -0.01 0.29 0.27

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.24: Subject 2: the AOPT loop.
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(top) Loop which incorporates the wavefront sensor, the pupil tracker and the
deformable mirror that corrects the aberrations statically (WFPTa)(tilt or defocus
terms are not included in the total RMS or in the Zernike coe�c ients).

WFPTa - Mean ( � m)
RMS PS NA PD NL

0:20� 0:05 68� 70 220� 120 � m2 6430� 90 396� 10 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

WFPTa - Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

-0.79 0.21 0.48 0.18 0.27 0.24

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.25: Subject 2: the WFPTa loop.
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the moving eye.

Figure 5.26: Subject 2: simulation of the WFPTa loop measurements.
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In the Figure 5.26 - top, the mean RMS of the simulated wavefronts and the

residual error of the simulation was 0:20� 0:05 and 0:19� 0:03 � m respectively.

The experiment can be divided into two time periods; before and after the spike

at the � 5th second. In the �rst half of the simulation the simulated wavefronts

over-estimated the aberration whereas in the second half just after the spike, the

simulation estimated the measured aberrations better. In the �rst half probably

the estimation was not good because of the not suitable reference wavefront (tear

�lm rupture just before the blink). It is probable that whate ver happened after the

spike changed the aberrations of the eye and the estimationswas able to follow the

changes. The square and diamond markers indicate discontinuity in the wavefront

sensor and the pupil tracker measurement data respectivelydue to a blink or other

reasons. When the fast eye movement was followed by the blinkand aberrations of

the eye were changed, the reference wavefront became relevant and the estimation

gave good results. At the �rst part of the measurements the estimation was quite

static and was not able to follow changes in the wavefront RMSwhich showed

itself as a linear distribution concentrated at 0.2� m RMS in the correlation graph

of the RMS of the simulated and the measured wavefronts in Figure 5.26 - bottom.

Finally, the AOPTL1 26 and AOPTL227 loops were performed, Figures 5.27 and

5.28. Figure 5.29 - top shows the results of all the experiments.
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26Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithm based on pupil tracking (AOPTL1)
27Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithms based on wavefront sensing and pupiltracking (AOPTL2)
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(top) Loop which incorporates the wavefront sensor, the deformable mirror, the
pupil tracker and the control algorithm based on pupil tracking (AOPTL1)

AOPTL1 - Mean ( � m)
RMS PS NA PD NL

0:11� 0:03 32� 26 160� 110 � m2 7030� 60 404� 4 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

AOPTL1- Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

-0.66 0.29 0.66 0.12 0.01 0.11

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.27: Subject 2: the AOPTL1 loop.
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(top) Loop which incorporates the wavefront sensor, the deformable mirror, the
pupil tracker and the control algorithms based on wavefrontsensing and pupil track-
ing (AOPTL2)

AOPTL2 - Mean ( � m)
RMS PS NA PD NL

0:10� 0:06 50� 65 260� 180 � m2 7000� 100 395� 8 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

AOPTL2- Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

0.25 -0.06 0.3 0.34 0.24 0.34

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.28: Subject 2: the AOPTL2 loop.
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(bottom) Power spectra of the RMS of all the measurements and the residual error
wavefront of the simulations (left). The detrended spectra (done after the mean
of the each data set were subtracted) was made to compare the uctuations of the
signals.

Figure 5.29: Subject 2: summary of the experiments.
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The AOPTL228 loop which used both control algorithms did a better job than

the AOPT 29 except the spike at the end. Possibly because of the long acquisition

times of the pupil camera and the time lag, AOPTL2 might have introduced errors

when there was a sudden shift; therefore it is possible that AOPT might have

handled this shift much better than the AOPTL2 loop. But for gentle movements

of the eye, AOPTL2 might be more advantageous than the AOPT even at this

rate of pupil tracking as we can see in the measurements just before the spike,

Figure 5.29 - top.

Figure 5.29 - bottom shows the spectra of all the experiments. The spectra

spanned two frequency decades from 0.07 to 4.2 Hz. The AOPT loop had the

lowest amplitude and uctuation as seen from the spectra on the left and the de-

trended spectra on the right. Amplitude of all the spectra decreased by increasing

frequencies with the same 1/f� like trend as seen in the Subject 1 and the model

eye. The value of� may have important implications in terms of health as revealed

by several authors but this will be discussed in the �nal section.

Finally Figure 5.30 shows the recorded pupil positions during each experiment

on the x-y plane.
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28Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithms based on wavefront sensing and pupiltracking (AOPTL2)
29Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithm based on wavefront sensing (AOPT)
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Figure 5.30: Pupil positions recorded during each experiment. All the plots have
x and y axes scaled to 830� 980 � m. For visual clarity the data was divided into
�ve parts, colored di�erently and beginning and the end of the data were indicated
by square markers.
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5.3.3 Experimental results for Subject 3

First, the WFPT 30 loop was executed, see Figure 5.31. The wavefront RMS was

related to the pupil position on x axis was with a correlationcoe�cient of 0.3.

Zernike second, third and fourth orders contributed to the aberration changes;

they were even more related to the pupil displacement than the total RMS. The

square markers on the wavefront RMS curve indicate the discontinuities where the

measurement was interrupted and the slopes could not be acquired due to a blink

or a misalignment. The downward spikes of the Zernike curvesare probably due

to the changes in pupil shape and are calculation errors.

Second, the AOPT31 loop was performed, Figure 5.32. There was not a signi�-

cant relation between the wavefront RMS and the pupil displacement at each loop

or the pupil position. The correction done with the control algorithm based on

wavefront sensor measurements had higher residual error than usual for a reason

unknown. It might have been because of an erroneous wavefront sensor measure-

ment at the beginning of the loop. In fact to avoid the a�ect ofrandom wrong

sensor measurements on the overall correction, the gain of the deformable mir-

ror had been chosen to be 0.5. In this case it takes longer to correct (10 loops in

average) but it is more e�ective in handling wrong wavefrontsensor measurements.
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30Loop which incorporates the wavefront sensor and the pupil tracker only (WFPT)
31Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithm based on wavefront sensing (AOPT)
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(top) Loop which incorporates the wavefront sensor and the pupil tracker only
(WFPT) (tilt or defocus terms are not included in the total RM S or in the Zernike
coe�cients).

WFPT - Mean ( � m)
RMS PS NA PD NL

0:94� 0:06 77� 173 940� 520 � m2 6300� 100 361� 33 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

WFPT - Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

0.31 0.19 0.25 -0.08 -0.01 -0.05

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.31: Subject 3: the WFPT loop.
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(top) Loop which incorporates the wavefront sensor, the deformable mirror, the
pupil tracker and the control algorithm based on wavefront sensing (AOPT)

AOPT - Mean ( � m)
RMS PS NA PD NL

0:14� 0:05 33� 26 60� 60 � m2 6500� 60 394� 7 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

AOPT - Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

-0.19 -0.07 -0.16 0.08 0.10 0.09

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.32: Subject 3: the AOPT loop.
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Next, the WFPTa32 loop was executed with the third subject's eye, Figure

5.33. The correlation of the RMS of the wavefront measurements with the pupil

position on x axis was 0.94. In the �rst nine seconds the eye was �xating well and

the static deformable mirror correction was valid but then subject slightly changed

the point of �xation and continued �xating at around 500 microns away. This shift

was di�erent than a micro saccade, because it was not towardsthe center and the

way the eye continued being stable afterwards shows that it was indeed a conscious

displacement of the eye.

The aberrations were simulated using the methodology of thecontrol algorithm

based on pupil tracking, see the RMS of measured, simulated and error wavefronts

in Figure 5.34. The mean RMS of the simulated wavefronts and the residual error

of the simulation was 0:47� 0:30 and 0:16� 0:09 � m respectively. The estimation

was accurate except for the 2th , 5th , 7th and 14th seconds at which the eye made

quick round trips which were not sensed during the exposure of the wavefront

sensing camera and did not e�ect wavefront RMS measured but were measured

as pupil shifts by the pupil tracking camera because of its shorter exposure time

and e�ected the estimation done based on pupil tracking. Alsothe big error spike

on 9th second was probably due to the fact that there was a time lag between

the pupil tracker and the wavefront sensor and the estimation was late. In the

Figure 5.34 - bottom the distribution of the data points for the measured and the

simulated data showed a high correlation and the two distinct points indicate the

two di�erent �xation levels. The data that the red arrow poin ts to belongs to the

9th second where although the pupil moved to the next level of �xation and the

wavefront RMS changed, the pupil tracker and as a result the simulation was late

to follow.

TT TT TT TT TT TT tttt TT TT TT TT TT TT TT TT TT TT TT TT

ttt TT TT TT TT TT TT tt TT TT TT TT TT TT tt TT TT TT TT TT TT

TT TT TT TT TT tttt TT TT TT TT TT TT TT TT TT TT TT TT ttt TT
32Loop which incorporates the wavefront sensor, the pupil tracker and the deformable mirror

that corrects the aberrations statically (WFPTa)
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(top) Loop which incorporates the wavefront sensor, the pupil tracker and the
deformable mirror that corrects the aberrations statically (WFPTa)(tilt or defocus
terms are not included in the total RMS or in the Zernike coe�c ients).

WFPTa - Mean ( � m)
RMS PS NA PD NL

0:47� 0:29 54� 78 580� 110 � m2 6300� 300 357� 19 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

WFPTa - Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

0.94 -0.26 0.95 0.11 0.11 0.13

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.33: Subject 3: the WFPTa loop.
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(bottom) Correlation of the RMS of the measured and the simulated wavefronts of
the moving eye.

Figure 5.34: Subject 3: simulation of the WFPTa loop measurements.
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Experiments with human eyes

Finally, the AOPTL1 33 and AOPTL234 loops were performed, Figures 5.35 and

5.36. Figure 5.37 - top shows results of the all types of correction loops together.

The simulations estimated the pupil shift well until the large movement of the

eye at the 9th second because of the time lag between the pupil tracker and the

wavefront sensor. AOPTL1 corrected as well as AOPT35 taking into account the

fact that the quality of the AOPT correction was not good probably because of

an erroneous wavefront sensor measurement.

Figure 5.37 - bottom shows the spectra of all the experiments. The spectra

spanned two frequency decades from 0.07 to 4.2 Hz. The AOPTL2 loop had the

lowest amplitude as seen from the spectra on the left and while the WFPTa loop

had the largest magnitude of uctuations in the detrended spectra on the right.

Amplitude of all the spectra decreased by increasing frequencies with the same

1/f � like trend as seen in the previous experiments� being � 1:4.

Finally Figure 5.38 shows the recorded pupil positions during each experiment

on the x-y plane.
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TT TT t TT TT TT TT TT TT tttt TT TT TT TT TT TT TT TT TT TT TT

TT ttt TT TT TT TT TT TT tt TT TT TT TT TT TT tt TT TT TT TT TT
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33Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithm based on pupil tracking (AOPTL1)
34Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithms based on wavefront sensing and pupiltracking (AOPTL2)
35Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and

the control algorithm based on wavefront sensing (AOPT)

130



Experiments with human eyes

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

W
av

ef
ro

nt
 R

M
S

 (
µm

)

 

 

1 2 3 4 5 6 7 8 9 10
-450

-375

-300

-225

-150

-75

0

75

150

P
up

il 
ce

nt
er

 p
os

iti
on

 (
µm

)

Time (s)

Subject 3 - AOPTL1

Wavefront RMS
Zernike 2. order
Zernike 3. order
Zernike 4. order
Zernike 5. order
Pupil p. (x axis)
Pupil p. (y axis)

(top) Loop which incorporates the wavefront sensor, the deformable mirror, the
pupil tracker and the control algorithm based on pupil tracking (AOPTL1)

AOPTL1 - Mean ( � m)
RMS PS NA PD NL

0:14� 0:04 34� 31 70� 80 � m2 6500� 40 389� 3 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

AOPTL1- Correlation of the WF RMS with
PP (x axis) PP (y axis) PS (x axis) PS (y axis)

-0.36 -0.15 0.17 0.33 0.26 0.32

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.35: Subject 3: the AOPTL1 loop.
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(top) Loop which incorporates the wavefront sensor, the deformable mirror, the
pupil tracker and the control algorithms based on wavefrontsensing and pupil track-
ing (AOPTL2)

AOPTL2 - Mean ( � m)
RMS PS NA PD NL

0:08� 0:03 32� 26 290� 70 � m2 6000� 300 330� 17 (lenslets)

(middle) Mean wavefront RMS (RMS), mean pupil shift in between two pupil
tracking measurements (PS), dimensions of the area in whichthe eye normally was
(NA) (2 � x � 2� y), mean pupil diameter (PD), and mean number of lenslets that
were used during the measurement (NL).

AOPTL2- Correlation of the WF RMS with
PP (x axis) PP (y axis) PP (� ) PS (x axis) PS (y axis) PS (� )

0 0.03 -0.03 0.47 0.13 0.47

(bottom) Correlation of the measured wavefront RMS with the measuredpupil
position (PP) and with the pupil shift in between each pupil t racking measurement
(PS) on x axis and y axis. � stands for the radial position.

Figure 5.36: Subject 3: the AOPTL2 loop.
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(bottom) Power spectra of the RMS of all the measurements and the residual error
wavefront of the simulations (left). The detrended spectra (done after the mean
of the each data set were subtracted) was made to compare the uctuations of the
signals.

Figure 5.37: Subject 3: summary of the experiments.
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Figure 5.38: Pupil positions recorded during each experiment. The axes of the
plots are not scaled to a speci�c value. For visual clarity the data was divided into
�ve parts, colored di�erently and beginning and the end of the data were indicated
by square markers.
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5.4 Summary and discussion

Measurements of the wavefront aberrations and pupil positions, corrections of

the aberrations with open and closed loops based on wavefront sensing and pupil

tracking were performed with a moving model eye andin vivo on three subjects.

A summary of all the data acquired is given in Table 5.1.

The model eye had the advantage of its aberration changes being solely de-

pendent on pupil movements. It had no other intrinsic parameters that changed

and caused high order aberration changes therefore we expected that it served as

the gold standard for the evaluation of the method. However ithad an important

spherical aberration which none of the real eye aberrationshad and a large pupil

diameter. The correlation plot of the measurements and the simulations of the

open WFPTa36 loop was elliptical revealing a time lag. The time lag was probably

due to the fact that the pupil tracker and wavefront sensor started exposure at the

same time while the former had a 10 ms and latter had a 30 ms exposure time.

The remaining 20 ms was the factor that pupil tracker followed the eye movements

behind. The solution to this problem can be to start the pupiltracking camera

exposure 10-15 ms later than the exposure of the wavefront sensing camera. The 7

mm pupil of the model eye moving in front of the 6 mm pupil of thesystem might

have introduced some other aberrations as it continued to full the systems pupil

although it was shifted.

The WFPTa measurements and the simulations of the Subject 2 demonstrated

how the aberration pro�le of the subject changed at the middle of the measure-

ment and e�ected the outcome of the estimation done with the control algorithm

based on pupil tracking. The estimation was not good at the beginning of the

measurement but after a blink the estimation became relevant. It is worth un-

derlining that the estimation depends highly on the selection of a good reference

wavefront that will represent the aberrations of the eye on axis and this becomes

36Loop which incorporates the wavefront sensor, the pupil tracker and the deformable mirror
that corrects the aberrations statically (WFPTa)
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Model Eye RMS PS NA NL PD
WFPT 0:67� 0:02 32� 17 250� 40 � m2 437� 1 7072� 0
AOPT 0:08� 0:04 30� 22 170� 40 � m2 438� 1 7072� 0

WFPTa 0:14� 0:08 23� 16 180� 40 � m2 438� 1 7072� 0
WFPTa Sim 0:1 � 0:06
WFPTa Err 0 :07� 0:03

AOPTL1 0:1 � 0:02 30� 19 230� 40 � m2 438� 1 7072� 0
AOPTL2 0:07� 0:02 26� 15 230� 40 � m2 438� 1 7072� 0

Subject 1 RMS PS NA NL PD
WFPT 2:16� 0:11 51� 57 330� 160 � m2 405� 9 6800� 300
AOPT 0:12� 0:05 51� 67 280� 200 � m2 417� 5 6800� 90

WFPTa 0:39� 0:09 67� 72 250� 210 � m2 396� 12 6300� 200
WFPTa Sim 0:35� 0:10
WFPTa Err 0 :21� 0:07

AOPTL1 0:21� 0:08 66� 92 310� 80 � m2 416� 5 7000� 200

Subject 2 RMS PS NA NL PD
WFPT 0:67� 0:03 52� 43 200� 160 � m2 408� 14 6300� 100
AOPT 0:09� 0:01 79� 73 100� 470 � m2 401� 7 6900� 60

WFPTa 0:20� 0:05 68� 70 220� 120 � m2 396� 10 6430� 90
WFPTa Sim 0:20� 0:05
WFPTa Err 0 :19� 0:03

AOPTL1 0:14� 0:04 34� 31 160� 110 � m2 389� 3 7030� 60
AOPTL2 0:10� 0:06 50� 65 260� 180 � m2 395� 8 7000� 100

Subject 3 RMS PS NA NL PD
WFPT 0:94� 0:06 77� 153 940� 520 � m2 361� 33 6300� 100
AOPT 0:14� 0:05 33� 26 60� 60 � m2 394� 7 6500� 60

WFPTa 0:47� 0:29 54� 78 580� 110 � m2 357� 19 6300� 300
WFPTa Sim 0:47� 0:30
WFPTa Err 0 :16� 0:09

AOPTL1 0:14� 0:04 34� 31 70� 80 � m2 389� 3 6500� 40
AOPTL2 0:08� 0:03 32� 26 290� 70 � m2 330� 17 6000� 300

Table 5.1: Summary of all the measurements where; PS means pupil shift at each
loop; NA is the dimensions of the area in which the eye normallywas (2� x � 2� y);
NL means number of lenslets that was used for wavefront sensormeasurements; PD
means diameter of the pupil of the subject during the measurements; WFPTa Sim
means the RMS of the simulated wavefront, WFPTa Err means theRMS of the
residual wavefront error of the simulations.All the units are in micrometers,
except the NA and NL which were in � m 2 and lenslets respectively.
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harder during the in vivo measurements. An automated selection of the refer-

ence wavefronts based on the quality of the measurements,i.e. number of active

lenslets and the pupil position would increase the success of the correction done

with control algorithm based on pupil tracking.

Measurements done with Subject 3 showed a case where the AOPT37 correction

quality was below the average. In the simulations of the WFPTa38 loop one of the

error sources was that at certain instants of measurements the displacements of the

pupil did not a�ect the measured wavefront RMS. These changes in pupil position

that appeared like spikes in the graph took place in a short time where the pupil

came back to its original position shortly. The movement of the pupil might

have been unnoticed and only contributed to the noise of the wavefront sensor

measurement if it happened within the long 30 ms exposure time of the wavefront

sensor camera although it might have been caught in the 10 ms exposure time of

the pupil camera. The solution to this problem could be to usemultiple pupil

tracking measurements with a fast pupil tracker and improvethe algorithm to

ignore the round trip pupil shifts if they took place in the exposure time of the

wavefront sensor camera. By this way the aberrations estimated by the algorithm

based on pupil tracking would not take into account such pupil trips and create

an estimation error in the AOPTL239 loop.

We also looked at the power spectra of all the experiments to see the results

in terms of amplitude uctuations if the control algorithm pupil tracking was able

to further enhance the adaptive optics correction. Generally the AOPT provided

the best correction with lowest uctuations but we observedthat all the spectra

had a 1=f � like trend � being � 1:5 � 0:1. Having acquired enough evidence that

most of the aberration changes of the eye with respect to the wavefront sensor are

due to eye movements, it was straightforward to guess that the spectra of the eye

37Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and
the control algorithm based on wavefront sensing (AOPT)

38Loop which incorporates the wavefront sensor, the pupil tracker and the deformable mirror
that corrects the aberrations statically (WFPTa)

39Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and
the control algorithms based on wavefront sensing and pupiltracking (AOPTL2)
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movements which have not been addressed yet would have a similar trend. Several

separate wavefront measurements of a fourth subject were summed up to have a

longer data set. The spectra of the measured wavefront RMS and pupil position

and diameter was shown in Figure 5.39 - left.
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Figure 5.39: Power spectra calculated after di�erent WFPT and pupil tracking
recordings were summed up for longer data. 585 data points (70 s) of WFPT loop
with pupil tracking (detrended)(left) and 1794 data points(214 s) of pupil tracking
only (right).

Similarly, separate pupil tracking measurements of the same subject was added

up to acquire a single longer data set, see the spectra in Figure 5.39 - right. All the

spectra including the pupil diameter showed a similar trendof � � 1:6. A similar

trend, decrease of approximately 4dB per octave by frequency was observed by

several authors [52, 114, 46, 50]. The value of� may be indicative of the health

and disease and the implication of this to these data set shall be discussed in the

conclusions chapter.

Table 5.2 shows the experiments done at 20 Hz, to explore if thecorrection

with AOPT, the simulations of WFPTa or AOPTL1 40 loop could be better at

this rate. The pupil tracking and wavefront sensing takes 50ms approximately to

measure so the fastest loop that can be run had 20 Hz frame rate.AOPTL2 could

40Loop which incorporates the wavefront sensor, the deformable mirror, the pupil tracker and
the control algorithm based on pupil tracking (AOPTL1)
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not be tried as it requires two pupil tracking measurements.

Subject 2f RMS PS NA NL PD
WFPT 0:71� 0:03 26� 22 110� 60 � m2 378� 5 6600� 70
AOPT 0:11� 0:10 20� 16 50� 60 � m2 408� 8 7000� 30

WFPTa 0:16� 0:03 32� 38 220� 160 � m2 402� 5 6600� 100
WFPTa Sim 0:13� 0:03
WFPTa Err 0 :14� 0:03

AOPTL1 0:12� 0:03 36� 34 240� 140 � m2 408� 2 6900� 50

Subject 4f RMS PS NA NL PD
WFPT 0:60� 0:03 46� 65 710� 180 � m2 402� 8 7800� 40
AOPT 0:09� 0:05 31� 32 750� 170 � m2 386� 18 7880� 80

WFPTa 0:09� 0:05 27� 33 140� 80 � m2 397� 8 7700� 50
WFPTa Sim 0:09� 0:03
WFPTa Err 0 :09� 0:04

AOPTL1 0:08� 0:02 34� 32 180� 30 � m2 404� 4 7400� 90

Table 5.2: Summary of the measurements made at 20 Hz; PS means pupil shift
at each loop; NA is the dimensions of the area in which the eye normally was
(2� x � 2� y); NL means number of lenslets that was used for wavefront sensor
measurements; PD means diameter of the pupil of the subject during the mea-
surements; WFPTa Sim means the RMS of the simulated wavefront, WFPTa Err
means the RMS of the residual wavefront error of the simulations. All the units
are in micrometers, except the NA and NL which were in � m 2 and
lenslets respectively.

In conclusion the adaptive optics control algorithm based on pupil tracking

was successful in correction of the aberrations of a moving model eye andin vivo.

In spite of the long exposure times the pupil tracking was able to follow and help

compensate for eye movements. At this acquisition time of pupil tracking, running

faster loops provided no enhancement in the correction as tried at 20 Hz for two

subjects.
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Chapter 6

Conclusions and future work

Using an adaptive optics retinal camera developed for clinical research it was

shown that changes of higher order aberrations of the eye including the astigma-

tism were highly correlated with the pupil displacements. Based on this fact it

was possible to correct for the aberrations of the eye real time using a reference

wavefront measurement, a pupil tracker and a deformable mirror without the real

time contribution of the wavefront sensor measurements.

Alternatively, a fast pupil tracker, instead of replacing the wavefront sensor can

also work in collaboration with the wavefront sensor to enhance the correction in

a loop where the deformable mirror can be called more than once. Unfortunately

this could not be tested due to the fact that the pupil trackerthat worked at 85

Hz at continuous mode worked at 20 Hz when triggered in the retinal imaging

system. Another con�guration where a pupil tracker can be used in an adaptive

optics loop may be to feed a scanning mirror and using it to directly correct for the

displacements similar to the use of two deformable mirrors as woofer and tweeter.

Also a moving phase plate (speci�c to the individual's ocularaberrations) and a

pupil tracker can be used to upgrade an ordinary old fashioned retinal camera to

an adaptive optics retinal camera with a little cost.

We observed certain times that the correction based on pupiltracking did

not work and we attributed this to the tear �lm rupture or to a b ad choice of
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reference wavefront measurement. As we observed and the control algorithm that is

suggested here is based on, this algorithm is best for correcting for the aberrations

that have a linear relationship with the �eld angle. As the relationship becomes

nonlinear, like the quadratic relationship of the astigmatism with the �eld, the

error of the method increases. A selective correction of thehigher order aberrations

depending on their relationship with �eld angle and the error induced would be

more e�cient.

The power spectra of the recordings of the wavefront RMS and the pupil posi-

tions showed a similar 1/f� like trend where� was� 1:5� 0:1. A linear relationship

on a log-log graph indicates the presence of scaling (self similarity), such that uc-

tuations in small time scales are related to the uctuationsin larger time scales

in a power law fashion [132]. 1/f noise is ubiquitous in nature: spatially extended

subjects, e.g., mountain landscapes, coastal lines, river branches, appear to be

self similar structures [133, 134, 131, 135, 136]. Also atmospheric turbulence is a

phenomenon where self similarity is believed to occur both in time and space [133].

The value of � was consistent with the previous studies [52, 114, 46, 50]. Im-

plications of the magnitude of� of physiological data in terms of the health and

disease was studied by several authors [137, 132, 138, 139].Using power spectral

analysis it was possible to di�erentiate between the time series of healthy hearts

and hearts with severe illnesses in humans [132, 139]. A spectrum that belonged

to a healthy heart would have� � 1 and � would vary between 0 and 2 in the

diseased states.� = 1 is a compromise between the complete unpredictability of

the white noise i.e., � = 0 and the much smoother landscape of the Brownian

noise (random walk)i.e., � = 2.

There is no general theory that explains the wide spread occurrence of 1/f noise.

1/f noise (or signal) signi�es that when the power spectrum of these time series

is considered, each frequency has power proportional to itsperiod of oscillation.

As such, power is distributed across the entire spectrum and not concentrated at

a certain portion. Consequently, uctuations at one time scale are only loosely
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correlated with those of another time scale. This relative independence of the

underlying processes acting at di�erent time scales suggests that a localized per-

turbation at one time scale will not necessarily alter the stability of the global

system. In other words, 1/f noise renders the system more stable and more adap-

tive to internal and external perturbations [140]. This is exactly what is needed

for a dynamical, biological system which has to provide vision at di�erent light

levels and compensate for the continuous movement and changing aberrations via

stochastic1 feedback mechanisms as proposed by Ivanovet al. [138].

1/f like scaling of the power spectrum characterizes the fractal behaviour (i.e.,

repeating self similarity of a process) of healthy free running biological system

[141]. Neither our data nor the data of previous studies had spectra with � = 1.

This can be followed by a straight forward explanation: the process which the

data is taken renders the eye an unhealthy state. Fixation for long times with a

special e�ort to prevent blinking is de�nitely not what a healthy eye does every

day. In the real life we do not stare at a point continuously because either the

visual target is moving or us. This explanation can be provenright or wrong by

applying the same analysis to theeye tracking (at least � 40� visual �eld) data

of healthy subjects who are outdoors and whose gazes are not restricted. Also it

can be argued that forcing the eye to stay in a unhealthy statefor a long time

might also render the healthy eye unhealthy which might explain why would people

with certain occupations statically have bigger chances todevelop refractive errors

[88, 86].

Biological data is far more complex than being monofractali.e., having only

one � value. Further studies on fractal analysis showed that actually healthy

systems have� values changing by time and the range of these values being wide

is also a sign of health. With the application of this relatively new technique to

the biological data, the previous theory of physiological control was challenged

[137]. In contrast to the previous statement, it seems healthy systems do not seek

1opposite of deterministic that produces the same result fora given initial condition; for a
known initial condition there are many possibilities that a process may go to
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to attain a constant steady state, but rather a complex variability de�nes a free

functioning biological system [137]. This makes us feel more comfortable with the

continuous chaotic movement [142] (i.e., indecomposable yet contains regularity)

of the eyes.

Multifractal analysis which was applied to many physiological data such as

brain, heart, gait [132, 139], was applied to ocular aberration dynamics by Hamp-

son et al. [50] recently. Similar to Goldberger and Ivanovet al., they performed

wavelet analysis2 to represent the temporal self similarity of the signal and wavelet

based method for multifractal analysis3 and con�rmed the multifractal nature of

the ocular dynamics (containing more than one process with self similarity). The

wavelet analysis of ocular dynamics of the�xating eye showed ame like patterns

similar to the wavelet analysis of the diseased heart in the study of Golberger

et al.. Hampsonet al. [50] argued that multifractal analysis can give an insight

into subjects that may have problems with accommodation function such as pro-

gressing myopic subjects reminding that progressing myopes showed prominent

low frequency uctuations which might indicate the breakdown of the multifractal

spectrum.

Dynamics of the aberrations of the eye is a very advanced and complex topic

which raised interest in modelling [43] and which has to be addressed for a bet-

ter understanding of the capabilities and the limits of the high resolution retinal

imaging. Use of wavelet based approach to assess fractal nature in assessing ocular

aberrations and retinal images may prove right in the near future because of the

self repeating multifractal nature of these data.

Having a limited knowledge on the nature of the change of aberrations, devel-

oping faster adaptive optics components seems to be the closest option for further

improvements in retinal imaging. For instance wavefront sensors based on com-

plementary metal-oxide semiconductor (CMOS) technology are promising for the

2a wavelet when convolved, will resonate if the unknown signal contains information of similar
frequency

3a measure of how complicated a self-similar process is
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future, o�ering high quantum e�ciency (less need for light power) and bandwidths

in kilohertz with some other unique properties such as they can be read at a desired

pattern although they have the handicaps of having limited size and resolution at

the moment [46]. Faster components raise a need for faster and more e�cient con-

trol algorithms as the standard adaptive optics algorithmsbased on singular value

decomposition has linear computation cost: increases as the number of actuators

increases. An alternative to this may be a wavelet based phasereconstruction

whose time cost is not related to the number of actuators [143]. Also a more

adaptable control algorithm that can predict the deformable mirror gain in real

time was proposed [144].

A faster adaptive optics system may provide a better correction for the ocular

aberrations as measured by the wavefront sensor but a low RMSdoes not assure

always high resolution retinal images even with healthy eyes. To overcome the

challenges of retinal imaging with all types of eyes in high resolution and develop

a modality that is suitable for clinical use seems to requirea dense interdisciplinary

research, a better understanding of the visual processes including all the physical,

chemical and the biological phenomena.
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Appendix A

Speci�cations of the Components

Pupil Tracking System
Light source Osram SFH 4503LED, 950 nm,� 4o

Spectral bandwidth, � � = 40 nm
Radiant Intensity, 250 mW/sr
LED Alignment, E-Tec Dual socket strips

Image formation Achromatic Doublet 100 mm
Pentax C3516-M 35 mm 1:1.6

CCD SVS Vistek - SVCam CP SVS204(Camera Link)
Active area, 1024� 768pixel2

Active area, 3:5 � 4:8 mm2

Pixel size, 4:65� 4:65 � m2

50 fps 10 bit monochrome signal
Spectral response, 380-950 nm

Framegrabber Euresys - Grablink Value PCI Express
Area imaged on the pupil plane 13:59� 5:31 mm2

Software C++
Execution speed,� 2 ms

Experiments
Arti�cial Eye Pupil diameter 7 mm

Corneal radius, 8 mm
Motion Controller Newport Motion Controller MM4006

Stages, precision 0.1� m
Time response Motor, EBM PAPST Variodrive VD - 3 - 43.10

Motor driver card, EBM PAPST
Variotonic DRIVECONTROL VT - A

Ocular Safety Newport 818-SL Photodetector Head
Newport 2835-C Multi-Function Optical Meter

Table A.1: The materials used in the experiments.
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Deformable Mirror Imagine Eyes, mirao 52-e Electromagnetic deformable mirror
52 actuators
Max. generated wavefront peak to valley, 50� m (tilt)
E�ective diameter, 15 mm
Linearity, > 95%
Coating, protected silver
Bandwidth at � 200 Hz.

Wavefront Sensor Imagine Eyes, HASO 32-eye Shack-Hartmann wavefront sensor
Aperture dimension, 4:5 � 3:6 mm2

Lenslet array, 40� 32 = 1280
Accuracy, � �

100
Spatial resolution, � 114� m
Maximum acquisition frequency, 60 Hz

AO Control Software Casao, Imagine Eyes
WFS Control Software Haso, Imagine Eyes

Table A.2: Components of the adaptive optics system
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Appendix B

Ocular Safety

Ocular safety measurements for the adaptive optics retinalcamera were performed

in compliance with the European standard for ophthalmic instruments using a

broadband photodetector [123]. The retinal camera had fourtypes of light sources;

an array of ten near infrared LEDs for pupil imaging, one Super Luminescent

Diode (SLD) for wavefront sensing, one Organic Light Emitting Diode (OLED)

to serve as a �xation target for the subject's eye and �nally one infrared LED for

retinal image acquisition.

Table B.1 summarizes the parameters to be calculated according to the stan-

dard1. E IR � CL stands for the infrared radiation irradiance on the cornea and the

crystalline lens whereE � ( W
cm2 �nm ) is the spectral irradiance and �� (nm) is the

bandwidth of the light source in which the summation is made.EV IR � R is thermal

visible and infrared radiation irradiance on the retina where R (� ) is the spectral

weighing factor whose prede�ned values for each wavelengthwere supplied by the

standard2.

Parameter Wavelength (nm) Equation Limit

E IR � CL 770 to 2500
P 2500

770 E � � � � 20 mW
cm2

EV IR � R 380 to 1400
P 1400

380 E � � R (� ) � � � 0.7 W
cm2

Table B.1: Ocular safety limits for cornealE IR � CL and retinal irradianceEV IR � R

de�ned by European standard for ophthalmic devices, ISO 15004-2[123].

1pg. 9, Table 2[123]
2pg. 23, Table A.1[123]
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The tests to be performed require spectral weighing of the radiation; however

it is possible to use a broadband photodetector instead of a spectrometer if the

spectral characteristics of the photodetector and the spectral distribution of the

light sources are known3. The manufacturers yearly calibration report includes

the responsivity curve of the powermeter in the spectral range of 400-1100 nm and

all the light sources in the system are supplied with data showing their spectral

distribution, see for example Figure B.1.

Figure B.1: Responsivity curve of the photodetector (left)and spectral distribution
of the LEDs for pupil tracking (right).

The photodetector head was placed in the place of the eye using the eye camera

in a similar manner to in vivo measurements. Measurements and calculations done

for one LED of mean wavelength 950 nm are described as follows. To estimate

E IR � CL , one has to measure the power across a 1 mm diameter pupil and divide

this value with the area of the surface4. Spectral interval of the LED was 925-965

nm full width half maximum; the maximum of the sensitivity of the photodetec-

tor within this interval was situated at 925 nm, Figure B.1 - left. Therefore the

detector was adjusted to measure at this wavelength to increase the power mea-

sured and to overestimate the risk. A diaphragm of 1 mm was placed before the

photodetector head and the value measured was divided by thearea of the pupil

of the diaphragmA = � (0:5)2 = 7:9 � 10� 3 cm2, see Table B.2.

3pg. 30, Appendix C[123]
4Appendix D.2 and E.1[123]
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Figure B.2 shows the schematics for the experiment done to estimate EV IR � R .

To estimate EV IR � R the power across a 7 mm pupil had to be measured and

82 mm

4!LED

Photo detector
head

Diaphragm

f18

7 mm

18 mm

Figure B.2: Measuring the power due to one LED (mean wavelenght 950 nm)
for pupil illumination on the retina. The LED array was 85 mm away from the
detector; the power of only one LED was measured by covering the others.

divided by the area of surface illuminated on the retina (0.023 cm2 maximum

as de�ned by the standard)5. The measurement wavelength of the powermeter

was adjusted to 925 nm where its maximum sensitivity was situated, see Figure

B.1. A diaphragm of 7 mm diameter was placed in front of the photodetector

and a lens (f18 mm) with a similar power to the human eye lens (f17 mm) was

placed behind it to collect all the ux emerging the diaphragm on the detector

surface. After the power on the detector surface was measuredit was divided by

the permissible circular area on the retina, as given by the standard 0.023 cm2.

Table B.2 shows the result for ten LEDs after the calculated irradiance on the

retina was multiplied by the maximum weighing factor on the spectra which was

0.35 at 925 nm6, 1
0:023 � 0:35 � 16 mW

cm2 . This is an overestimated value because

illumination of the LED array is distributed over the face ofthe eye rather than

being exactly at the same point. All the four light sources in the retinal camera

were examined one by one and they were found below the safety limits, Table B.2.

Table B.2 shows the results for four sources when they were operating alone

but in the adaptive optics retinal camera ten LEDs and other sources are operating

all together. Total irradiances on the cornea and the retinawhen all the sources

5Appendix D.3 and E.2[123]
6pg. 23, Table A.[123]
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Source Parameter Power Irradiance Limit Status

(10)
LED@950
nm

E IR � CL 12 �W 1.52 mW
cm2 20 mW

cm2 OK

EV IR � R 1 mW 0.016 W
cm2 0.7 W

cm2 OK

LED@850
nm

E IR � CL 75 �W 0.82 mW
cm2 20 mW

cm2 OK

EV IR � R 41 �W 0.0018 W
cm2 0.7 W

cm2 OK

OLED@570
nm

EV IR � R 2 mW 32� 10� 6 W
cm2 0.7 W

cm2 OK

SLD@750
nm

EV IR � R 50 �W 0.07 W
cm2 0.7 W

cm2 OK

Table B.2: Ocular safety measurement results for the four light sources of adaptive
optics retinal camera showing the parameter to be measured,the power measured
on the detector, the power percm2 on the speci�c area and the limit of the power
per cm2 of the parameter de�ned by the standard[123] and the safety status of the
source.

of the adaptive optics retinal camera are active are calculated. According to the

standard only the array of ten LEDs of 950 nm mean wavelength and the LED of

of 850 nm mean wavelength contribute to the irradiance on corneaE IR � CL ,

E IR � CL (LED @950) +E IR � CL (LED @850)� Limit E IR � CL ; (B.1)

equals to 1:52 + 0:82 = 2:4 mW
cm2 and is less than the limit of 20mW

cm2 . All of the four

sources take part in the thermal irradiance on the retinaEV IR � R and their sum,

EV IR � R(LED @950) +EV IR � R(LED @850) + : : :

EV IR � R(OLED @570) +EV IR � R(SLD @750) � Limit EV IR � R ;

equals to 0:016 + 0:0018 + 0:000032 + 0:07 = 0:09 W
cm2 and is less than the limit of

0.7 W
cm2 .

In conclusion both total irradiance of the pupil tracking system and the adap-

tive optics retinal camera for corneal and retinal hazard were found below the

limits and safe for in vivo measurements.
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Appendix C

The Model Eyes

There were two di�erent model eyes that were used in the experiments. First, a

model eye with spherical aberration was used in pupil tracking tests and in adaptive

optics correction to replace the human eye. Its image taken by the pupil tracking

camera under near infrared light resembled a human eye with 7mm diameter, see

Figure C.1.
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Figure C.1: An 8 bit snapshot of the model eye which had 7 mm entrance pupil
(left) and its histogram of grey levels from 0 to 255 (right).

The model eye was comprised of a rod lens with a convex top, a metal cover

and a di�using surface at rear to serve as retina, Figure C.2.The dimensions of

the rod lens was 8:50� 22 mm and the radius of curvature of the convex top was

8 mm.

As the light streak the retina, it was di�used by the material and its reection

acted like a point source on the retina to which the convex surface introduced

the spherical aberration. Nevertheless because it was impossible to align the eye

with the system perfectly, the tilted model resulted in moreaberration terms,
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Metal coverPupil Di using!surface

Lens

Figure C.2: The model eye was a rod lens that produced spherical aberration (the
aberration was exaggerated in the �gure).

especially astigmatism and coma whose magnitude might change depending on

the alignment.

The second model eye used in the experiments was a model eye that theoret-

ically had no aberrations. It was comprised of a lens, an alignment hole and a

di�using surface behind it that was attached to a motor arm, Figure C.3 and C.4.

Alignmenthole

ON/OFF Switch

Visualization diskFront lens

Figure C.3: An image of the model as it is commercialized with the name Modo,
courtesy of Imagine Eyes.

The incoming light beam was focused by the lens at the entrance pupil to

the plane of di�using surface. The user aligned the model eyeby observing the

reection of the incoming beam from the visualization disk and moving the eye

until �nding the position at which the beam passes through the alignment hole

C.4.

The beam that stroke the di�using surface acted like a point source and the
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Front lens

Motor

Alignmenthole Di!using
surface

Figure C.4: The schematics of the model eye with no aberrations.

small diameter of the focusing lens and the alignment hole ensured that the beam

emerging the eye was free from aberrations. If the di�user was kept still the CCD

of the wavefront sensor displayed interference patterns, see Figure C.5 (left). The

spot diagram was clearer when the motor was running, Figure C.5 (right).

Figure C.5: The spot diagram of the plane wavefront of the model eye when the
di�user is still (left) and when it is rotated by the motor(ri ght).
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Appendix D

Computer programs

The computer programs developed to simulate, test and calibrate the control al-

gorithm based on pupil tracking were described step by step in Tables D.1 and

D.2.
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Upload the wavefront data and extractsx ij and syij , i =
1; 2; : : : ; 40 andj = 1; 2; : : : ; 32.

#

Shift sx ij and syij one column to
the right and subtract from the
original to get;

� xsx ij and � xsyij , Equation 4.7

Shift sx ij and syij one row down-
wards and subtract from the orig-
inal to get;

� ysx ij and � ysyij , Equation 4.8

#

Calculate the errors for shifts
n= f 2; 3; 4; 5g columns,

n
x sx ij and n

x syij , Equation 4.14

Calculate the errors for shifts
n= f 2; 3; 4; 5g rows,

n
y sx ij and n

y syij , Equation 4.15

#

Construct the wavefront of error
for shifts n= f 2; 3; 4; 5g columns,

n
x WF using n

x sx ij and n
x syij

Construct the wavefront of error
for shifts n= f 2; 3; 4; 5g rows,

n
y WF using n

y sx ij and n
y syij

#

Calculate the RMS of the error
wavefront for shifts n= f 2; 3; 4; 5g
columns,n

x RMS .

Calculate the RMS of the error
wavefront for shifts n= f 2; 3; 4; 5g
rows, n

y RMS .

Table D.1: The algorithm to simulate the error related to theadaptive optics
control algorithm based pupil tracing using real eye measurements.
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Upload the IM, v0 and the wavefront data, i.e.sx and sy.

#

Shift sx ij and syij one column to
the right and subtract from the
original to get;

� xsx ij and � xsyij , Equation 4.7

Shift sx ij and syij one row down-
wards and subtract from the orig-
inal to get;

� ysx ij and � ysyij , Equation 4.8

#

Calculate the slopes vector for a
shift on x axis, � xs, Equation 4.9.

Calculate the slopes vector for a
shift on y axis, � ys, Equation 4.9.

#

Calculate the command vector for
a unit shift on x axis, � xv, Equa-
tion 4.10.

Calculate the command vector for
a unit shift on y axis, � yv, Equa-
tion 4.10.

#
Upload the aberration displacement to be e�ectuated, �x and � y in �m s.

#
Calculate (a; b) from � x and � y.

#
Calculate � v (a; b) and v1 (a; b) = v0 + � v (a; b) and
save, Equation 4.13.

Table D.2: The algorithm for the preliminary experiments done using the retinal
camera with Casao and the model eye.
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